CODEN: JASMAN

of the

The Journal

Acoustical Society of America

ISSN: 0001-4966

Vol. 123, No. 3 March 2008
ACOUSTICAL NEWS-USA 1211
USA Meeting Calendar 1211
ACOUSTICAL STANDARDS NEWS 1213
Standards Meeting Calendar 1213
BOOK REVIEWS 1217
REVIEWS OF ACOUSTICAL PATENTS 1219
LETTERS TO THE EDITOR

Comparing turbulence models for flow through a rigid glottal Jungsoo Suh, Steven H. Frankel 1237
model (L)

GENERAL LINEAR ACOUSTICS [20]

Near field Rayleigh wave on soft porous layers N. Geebelen, L. Boeckx, G. 1241

Attenuation and scattering of axisymmetrical modes in a fluid-filled
round pipe with internally rough walls

AEROACOUSTICS, ATMOSPHERIC SOUND [28]

Low frequency wind noise contributions in measurement
microphones

UNDERWATER SOUND [30]

Range-dependent waveguide scattering model calibrated for bottom
reverberation in a continental shelf environment

Bottom profiling by correlating beam-steered noise sequences

Passive fathometer processing

Joint time/frequency-domain inversion of reflection data for seabed
geoacoustic profiles and uncertainties

Controlled and in situ target strengths of the jumbo squid
Dosidicus gigas and identification of potential acoustic scattering
sources

Demonstration of the invariance principle for active sonar

(Continued)

Vermeir, W. Lauriks, J. F. Allard,
O. Dazel

German A. Maximov, Eugenii V.
Podjachev, Kirill V. Horoshenkov

Richard Raspet, Jiao Yu, Jeremy
Webster

Ameya Galinde, Ninos Donabed,
Mark Andrews, Sunwoong

Lee, Nicholas C. Makris, Purnima
Ratilal

Chris H. Harrison, Martin Siderius

Peter Gerstoft, William S. Hodgkiss,
Martin Siderius, Chen-Fen
Huang, Chris H. Harrison

Jan Dettmer, Stan E. Dosso,
Charles W. Holland

Kelly J. Benoit-Bird, William F.
Gilly, Whitlow W. L. Au,
Bruce Mate

Jorge E. Quijano, Lisa M. Zurk,
Daniel Rouseff

1248

1260

1270

1282
1297

1306

1318

1329


http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001211000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001211000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001211000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001211000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001213000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001213000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001213000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001213000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001219000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001219000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001241000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001241000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001241000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001241000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001241000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001248000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001248000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001248000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001248000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001248000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001260000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001260000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001260000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001260000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001260000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001270000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001282000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001282000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001282000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001297000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001297000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001297000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001297000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001297000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001318000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001329000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001329000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001329000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001329000001&idtype=cvips

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA

VOL. 123, NO. 3, MARCH 2008

CONTENTS—Continued from preceding page

Waveguide invariant focusing for broadband beamforming in an
oceanic waveguide

ULTRASONICS, QUANTUM ACOUSTICS, AND PHYSICAL
EFFECTS OF SOUND [35]

Efficient absorbing boundary conditions for Biot’s equations in
time-harmonic finite element applications

Predicted attenuation of sound in a rigid-porous ground from an
airborne source

TRANSDUCTION [38]

Thermal boundary layer effects on the acoustical impedance of
enclosures and consequences for acoustical sensing devices

STRUCTURAL ACOUSTICS AND VIBRATION [40]

Elastic wave field computation in multilayered nonplanar solid
structures: A mesh-free semianalytical approach

Dual mode tuning strategy of a slightly asymmetric ring

Inclusion of localized forces due to turbulent boundary layer
convected pressure at junctions of coplanar structural sections

Diffuse wave density and directionality in anisotropic solids

Perturbations of the seismic reflectivity of a fluid-saturated depth-
dependent poroelastic medium

Rectangular plate with velocity feedback loops using triangularly
shaped piezoceramic actuators: Experimental control
performance

NOISE: ITS EFFECTS AND CONTROL [50]

Reduction of turbulent boundary layer induced interior noise
through active impedance control

Assessment of asphalt concrete acoustic performance in urban
streets

The acoustic and visual factors influencing the construction of
tranquil space in urban and rural environments tranquil spaces-
quiet places?

ARCHITECTURAL ACOUSTICS [55]

Evaluating airborne sound insulation in terms of speech
intelligibility

ACOUSTIC SIGNAL PROCESSING [60]

Sound field separation technique based on equivalent source
method and its application in nearfield acoustic holography

PHYSIOLOGICAL ACOUSTICS [64]

Two-tone suppression of stimulus frequency otoacoustic emissions

(Continued)

Hailiang Tao, Jeffrey L. Krolik

Reiner Wahl, Martin Spies, Stefan
Diebels

Kai Ming Li

Stephen C. Thompson, Janice L.
LoPresti

Sourav Banerjee, Tribikram Kundu

Han Gil Park, Yeon June Kang,
Seock Hyun Kim

M. L. Rumerman

Andrew N. Norris
Louis de Barros, Michel Dietrich

Yohko Aoki, Paolo Gardonio,
Stephen J. Elliott

Paul J. Remington, Alan R. D.
Curtis, Ronald B. Coleman, J. Scott
Knight

S. E. Paje, M. Bueno, F. Teran, U.
Viiiuela, J. Luong

Robert Pheasant, Kirill
Horoshenkov, Greg Watts, Brendan
Barrett

H. K. Park, J. S. Bradley, B. N.
Gover

Chuan-Xing Bi, Xin-Zhao Chen,
Jian Chen

Douglas H. Keefe, John C. Ellison,
Denis F. Fitzpatrick, Michael P.
Gorga

1338

1347

1352

1364

1371

1383

1392

1399
1409

1421

1427

1439

1446

1458

1472

1479


http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001338000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001338000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001338000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001338000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001347000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001352000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001352000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001352000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001352000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001364000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001364000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001364000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001364000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001364000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001371000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001371000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001371000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001371000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001383000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001383000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001383000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001383000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001392000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001392000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001392000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001392000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001399000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001409000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001409000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001409000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001409000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001421000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001427000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001439000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001439000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001439000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001439000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001439000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001446000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001458000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001458000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001458000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001458000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001458000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001472000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001472000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001472000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001472000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001472000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001479000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001479000001&idtype=cvips

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA

VOL. 123, NO. 3, MARCH 2008

CONTENTS—Continued from preceding page

Comparison between otoacoustic and auditory brainstem response
latencies supports slow backward propagation of otoacoustic
emissions

Ear asymmetries in middle-ear, cochlear, and brainstem responses
in human infants

Inverted direction of wave propagation (IDWP) in the cochlea

Forward-masked spatial tuning curves in cochlear implant users

PSYCHOLOGICAL ACOUSTICS [66]
A variant temporal-masking-curve method for inferring peripheral
auditory compression

Role of attention in overshoot: Frequency certainty versus
uncertainty

Contributions of talker characteristics and spatial location to
auditory streaming

The mid-difference hump in forward-masked intensity
discrimination

Acoustic model adaptation for ortolan bunting (Emberiza hortulana
L.) song-type classification

Investigation of perceptual constancy in the temporal-envelope
domain

Detection of combined changes in interaural time and intensity
differences: Segregated mechanisms in cue type and in operating
frequency range?

Adaptive feedback cancellation in hearing aids with clipping in the
feedback path

SPEECH PRODUCTION [70]
A biphasic theory for the viscoelastic behaviors of vocal fold lamina
propria in stress relaxation

The phonation critical condition in rectangular glottis with wide
prephonatory gaps

Investigation of a glottal related harmonics-to-noise ratio and
spectral tilt as indicators of glottal noise in synthesized and human
voice signals

Development and evaluation of methods for assessing tone
production skills in Mandarin-speaking children with cochlear
implants

SPEECH PERCEPTION [71]

Selectivity of modulation interference for consonant identification in
normal-hearing listeners

Factors influencing intelligibility of ideal binary-masked speech:
Implications for noise reduction

MUSIC AND MUSICAL INSTRUMENTS [75]

Acoustical measurements of expression devices in pipe organs

(Continued)

Arturo Moleti, Renata Sisto

Douglas H. Keefe, Michael P.
Gorga, Walt Jesteadt, Lynette M.
Smith

Egbert de Boer, Jiefu Zheng,
Edward Porsov, Alfred L. Nuttall

David A. Nelson, Gail S.
Donaldson, Heather Kreft

Enrique A. Lopez-Poveda, Ana
Alves-Pinto

Bertram Scharf, Adam Reeves,
Holly Giovanetti

Kachina Allen, Simon Carlile,
David Alais

Daniel Oberfeld

Jidong Tao, Michael T. Johnson,
Tomasz S. Osiejuk

Marine Ardoint, Christian Lorenzi,
Daniel Pressnitzer, Andrei
Gorea

Shigeto Furukawa

Daniel J. Freed

Yu Zhang, Lukasz Czerwonka,
Chao Tao, Jack J. Jiang

Chao Tao, Jack J. Jiang

Peter J. Murphy, Kevin G.
McGuigan, Michael Walsh, Michael
Colreavy

Ning Zhou, Li Xu

Frédéric Apoux, Sid P. Bacon

Ning Li, Philipos C. Loizou

Jonas Braasch

1495

1504

1513

1522

1544

1555

1562

1571

1582

1591

1602

1618

1627

1637

1642

1653

1665

1673

1683


http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001495000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001495000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001495000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001495000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001495000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001504000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001513000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001513000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001513000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001513000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001522000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001522000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001522000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001522000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001544000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001544000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001544000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001544000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001544000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001555000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001555000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001555000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001555000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001555000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001562000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001562000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001562000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001562000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001562000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001571000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001571000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001571000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001571000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001582000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001582000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001582000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001582000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001582000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001591000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001602000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001618000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001618000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001618000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001618000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001627000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001637000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001637000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001637000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001637000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001642000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001653000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001653000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001653000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001653000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001653000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001665000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001665000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001665000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001665000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001673000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001673000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001673000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001673000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001683000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001683000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001683000001&idtype=cvips

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA

VOL. 123, NO. 3, MARCH 2008

CONTENTS—Continued from preceding page

BIOACOUSTICS [80]

Fast wave ultrasonic propagation in trabecular bone: Numerical
study of the influence of porosity and structural anisotropy

Characterization of high intensity focused ultrasound transducers
using acoustic streaming

An ecological acoustic recorder (EAR) for long-term monitoring of
biological and anthropogenic sounds on coral reefs and other
marine habitats

Vocal learning in Budgerigars (Melopsittacus undulatus): Effects of
an acoustic reference on vocal matching

Vocalizations produced by humpback whale (Megaptera
novaeangliae) calves recorded in Hawaii

Variation in call pitch among Kkiller whale ecotypes

Classification of broadband echoes from prey of a foraging
Blainville’s beaked whale

Methods for automatically analyzing humpback song units
Feasibility of ultrasound phase contrast for heating localization

Interaction of microbubbles with high intensity pulsed ultrasound

In vivo ultrasonic attenuation slope estimates for detecting cervical
ripening in rats: Preliminary results

ERRATA

Erratum: “Supporting evidence for reverse cochlear traveling
waves” [J. Acoust. Soc. Am. 123 (1), 222-240 (2008)]

JASA EXPRESS LETTERS

Improved prewhitening method for linear frequency modulation
reverberation using dechirping transformation

Small-scale seismic inversion using surface waves extracted from
noise cross correlation

Evoking biphone neighborhoods with verbal transformations:
Illusory changes demonstrate both lexical competition and inhibition

CUMULATIVE AUTHOR INDEX

G. Haiat, F. Padilla, F. Peyrin, P.
Laugier

Prasanna Hariharan, Matthew R.
Myers, Ronald A. Robinson, Subha
H. Maruvada, Jack Sliwa, Rupak
K. Banerjee

Marc O. Lammers, Russell E.
Brainard, Whitlow W. L. Au, T.
Aran Mooney, Kevin B. Wong

Kazuchika Manabe, Robert J.
Dooling, Elizabeth F. Brittan-Powell

Ann M. Zoidis, Mari A. Smultea,
Adam S. Frankel, Julia L.
Hopkins, Andy Day, A. Sasha
McFarland, Amy D. Whitt, Dagmar
Fertl

Andrew D. Foote, Jeffrey A.
Nystuen

Benjamin A. Jones, Timothy K.
Stanton, Andone C. Lavery, Mark P.
Johnson, Peter T. Madsen, Peter

L. Tyack

Peter Rickwood, Andrew Taylor
Caleb H. Farny, Greg T. Clement

Siew Wan Fong, Evert Klaseboer,
Boo Cheong Khoo

Timothy A. Bigelow, Barbara L.
McFarlin, William D. O’Brien, Jr.,
Michael L. Oelze

W. Dong, E. S. Olson

Byung Woong Choi, Eun Hyon
Bae, Jeong Soo Kim, Kyun Kyung
Lee

Pierre Gouédard, Philippe Roux,
Michel Campillo

James A. Bashford, Jr., Richard M.
Warren, Peter W. Lenz

1694

1706

1720

1729

1737

1747

1753

1763
1773
1784

1794

1801

EL21

EL26

EL32

1806


http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001694000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001706000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001720000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001729000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001729000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001729000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001729000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001729000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001737000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001747000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001747000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001747000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001747000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001753000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001763000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001763000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001763000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001773000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001773000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001773000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001784000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001784000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001784000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001784000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001794000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000123000003001801000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL21000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL26000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL26000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL26000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL26000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL26000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL32000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL32000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL32000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL32000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN00012300000300EL32000001&idtype=cvips

Choi et al.: JASA Express Letters [DOI: 10.1121/1.2838249] Published Online 14 February 2008

Improved prewhitening method for linear
frequency modulation reverberation
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Abstract: This letter presents an autoregressive (AR) prewhitener for lin-
ear frequency modulation (LFM) reverberation to enhance the target signal.
The proposed method uses a dechirping transformation to inversely compen-
sate the frequency chirp rate of the LFM and give the LFM reverberation a
stationary frequency property in each data block. The left or right beam sig-
nal adjacent to the current beam is then used as the reference signal, and the
frequency response of each data block modeled using the AR coefficients.
Finally, these coefficients are used to implement the inverse filter and effi-
ciently prewhiten the LFM reverberation of the current beam.
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1. Introduction

Improving the performance of target detection in a reverberation environment is one of the most
important issues when using active sonar for target detection. However, detecting a target in
reverberation is difficult, as reverberation is highly correlated with the transmitted signal. Sev-
eral attempts have already been made to reduce reverberation. For example, Kay ef al. devel-
oped a suboptimal detector for cw reverberation using a prewhitener based on autoregresswe
(AR) modeling of reverberation.' With this method, the reverberation in the current block is
whitened based on modeling the reverberation in the preV10us block. However, to whiten rever-
beration usmg the above- noted methods, local stationarity is assumed, where the frequency
variation is a decisive factor.' Thus, in the case of a linear frequency modulation (LFM) signal
with a nonstationary frequency that varies linearly with time, it is difficult to whiten LFM re-
verberation efficiently. A LFM reverberatlon whitening method based on the AR model was
already suggested by Camillet et al., yet this method has a potential modeling error for LFM
reverberation prewhitening, as the frequency variation of the LFM signal is not considered.
Accordingly, this letter proposes a method for making the LFM signal in each block stationary
by applying a dechirping transformation, thereby allowing the dechirped LFM reverberation
signal to be regarded as a “tonal-like” signal and conventional AR modeling methods to be
adopted for the LFM whitening problem.

For validation, the proposed method is applied to real oceanic reverberation data ac-
quired using an active towed array sonar system (TASS).

2. Conventional prewhitening

Spectral estimation of reverberation is an important procedure in prewhitening processes. Yet,
estimating the spectrum precisely is difficult, as reverberation is highly nonstationary. Thus,
reverberation data are cut into blocks, where the length of each block corresponds to that of the
emitted signal, and a spectral estimation method based on these short data blocks is required to
overcome this difficulty, as used by the AR model."

To whiten reverberation using the AR model, a reference signal i is necessary, which
can be chosen from a data block ad]acent to the current block temporally' or spatially. For
example, suppose the reference signal is chosen from a spatially adjacent beam. If the rever-

J. Acoust. Soc. Am. 123 (3), March 2008 © 2008 Acoustical Society of America EL21



Choi et al.: JASA Express Letters [DOI: 10.1121/1.2838249] Published Online 14 February 2008

S A SA i«
9 [9) i
c c i
[ o P — —
=] =1 i C e
= g o
E ees | BW E @ a
\\ il
aibc d e i
T > o b g 2 e 2
Block 1 Block 2 -« - - Block 1 Block 2 -~ R
time ~ time ~

() (b)

Fig. 1. Concept of the dechirping LFM reverberation. (a) Original time-frequency characteristic of LFM reverbera-
tion. (b) Dechirped time-frequency characteristic of LFM reverberation.

beration to be whitened is positioned at the mth time block of the /th beam, given by x,, »(¢), the
AR coefficients {1,a,,...,a,} are extracted from modeling the reverberation of the adjacent
beam X, ;1)(#) or X, +1)(¢) using a pth order AR model. From these AR coefficients, the in-
verse filter A(z) is defined as Eq. (1) and applied to X(m.1)(2), then the whitened signal is obtained
using Eq. (2),

P
AR =1+ a;z *, (1)
p
P
V(&) = X (D) + 2 @x it — k). (2)
=1

3. Proposed prewhitening with dechirping transformation

Prewhitening using the AR model relies on the reverberation being locally stationary. First, it is
assumed that the signal is stationary in two consecutive blocks, that is, the spectrum of the
reverberation does not vary significantly from one block to the next. Second, it is also assumed
that the signal is stationary within each block, allowing the spectrum to be estimated correctly.l

For the first assumption, the stationarity is validated by evaluating the Itakura distance
between the spectral densities of two signals in blocks adjacent to each other.® The second
assumption is no problem in the cw case, as there is only a minimal frequency variation in each
block. However, an LFM signal has a linearly varying frequency, which undermines the second
assumption, thereby affecting the accuracy of the spectral estimation of the reverberation and
degrading the whitening performance when a conventional prewhitening method is applied
without modification.

Base on this analysis, this letter proposes a dechirping transformation to convert the
frequency of LFM signal into tonal-like frequency in each block. When a LFM signal with a
center frequency f; and frequency chirp rate « is described by Eq. (3), the dechirped signal x(¢)
is defined by Eq. (4) in each block and the frequency variation compensated inversely,

x(1)=exp(i2m(fyr + 1)), 3)

xp(t) =x(Nexp(—j2miar). (4)

Figure 1 depicts the concept of a dechirping transformation of the dominant LFM
reflection signals from multipaths, where the pulse length is 7, and the bandwidth is BW. As
seen, each LFM reflection signal is mapped into frequency lines based on the dechirping trans-
formation. However, a single LFM reflection signal can give different frequency components
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Fig. 2. Averaged Itakura distances dechirped reverberation in the current beam and the adjacent beam.

for adjacent time blocks, as the duration of a LFM reflection signal and the dechirping transfor-
mation time block cannot be synchronized. Nonetheless, it can still be assumed that the
dechirped signal xp,, ;(f) for the current beam and x, ;-1)() O Xp, 1)(2) in the spatially
neighboring blocks have a similar spectrum, as these signals are received through similar ray
paths. Therefore, the spatially neighboring block in the left or right adjacent beam x,, ;-1 (#) or

Xp(m.1+1)(?) is adopted as the reference signal to whiten xp,, 5(#) in the current beam.

The reference dechirped signal in the adjacent beam is then modeled by AR coeffi-
cients, and the inverse filer designed and applied to current signal as described earlier, to pro-
duce the whitened output. The proposed prewhitening is summarized as the following proce-
dure:

(1) Cut the current beam and adjacent beam signals into blocks, where blocks of current beam
are synchronized in time with those of adjacent beams.

(2) Apply the dechirping transformation for each block of current and adjacent beams.

(3) To whiten the reverberation positioned at the mth time block of the /th beam, given
by xp(ns(1), extract the AR coefficients {1,q,...,a,}p from modeling the reference

xD(m,H)(l) or xD(m,1+1)(f)~

(4) From these AR coefficients, define the inverse filter A p(2)

(5) Apply the inverse filter to x,,;(?), then obtain the whitened signal y ., (?)

(6) Because ypy, ) (?) is dechirped, rechirp it to restore its original state and whitened output
Y(m.p)(2) is obtained.

(7) Apply matched filter to detect a target

4. Experiment and results

For comparison simulated targets 1 and 2, located at 1.2 and 3.5 km with 0 and 3 kn of relative
Doppler, respectively, were injected into real oceanic reverberation data sets acquired using an
active TASS in the littoral water of South Korea. Target 1 represents the detection problem
under high reverberation environment, while target 2 is in a background noise limited environ-
ment. Both targets were located in the broadside beam direction of the TASS. The transmitted
signal was LFM with 800 Hz bandwidth 1200 Hz center frequency, 1 s pulse duration, and
received by a uniform linear array of 48 sensors with a 4096 Hz sampling frequency. For sto-
chastic analysis, we acquired 50 reverberation data sets which lasted about 12 min. The sensor
signals were shifted to the baseband and downsampled by a factor of 4. A conventional delay-
sum beamformer was used with 49 beams.”

Figure 2 shows the Itakura distance which demonstrates the similarity of the dechirped
AR spectrums between the current beam and the adjacent beam. The distance value was evalu-
ated on temporally synchronized blocks of beams. The evaluation was repeated and averaged
for the target injected 50 reverberation data sets. Blocks 3 and 6 show large Itakura distance
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Fig. 3. Typical target detection result. (a) Without prewhitening. (b) Conventional prewhitening. (c) Proposed
prewhitening.

because of the injected targets 1 and 2 in the current beam, respectively. Otherwise, the Itakura
distance was small demonstrating the similarity of the dechirped AR spectrums.

Figure 3 shows typical target detection result using each prewhitening method selected
from 50 detection results. Figure 3(a) shows the time-frequency characteristic and matched
filter output for a current beam signal without prewhitening. Although the targets were indi-
cated by slanted lines at intervals of 1.5-2.5 s and 4.8—5.8 s, refer to the time-frequency char-
acteristic of Fig. 3(a), they were not recognizable, and it was difficult to detect the targets in the
matched filter output refer to the lower plot of Fig. 3(a). Figure 3(b) shows the results when
using conventional spatial prewhitening based on AR modeling. In this experiment, the AR
order was selected as p=10 while each beam signal cut into eight blocks and the data block
spatially adjacent and temporally synchronized with the current block was used as the refer-
ence. The length of each data block was 1024 samples, corresponding to the pulse length. Al-
though the targets were visible, there were also many false alarms, due to the remaining pres-
ence of some high-intensity reverberations. Figure 3(c) shows the results when using the
proposed prewhitening method with a dechirping transformation. The experiment parameters
were the same as those used with the conventional method. As seen in time-frequency charac-
teristic of Fig. 3(c) each target was clearly indicated by slanted lines at the appropriate positions.
The matched filter output, shown in the lower plot of Fig. 3(c), also revealed the target peaks
very prominently.

Finally we present the detection performance of the prewhitening methods. By per-
forming 50 Monte Carlo runs on 50 reverberation data sets, the experimental receiver operating
characteristic (ROC) curves are plotted in Fig. 4. These curves represent detection probability
versus false-alarm probability for each fixed signal-to-noise ratio. The detection criterion was
as follows. When targets were absent, we evaluated the probability of false alarms on the 1024
points around the expected position of the targets as a function of detection threshold. When
targets were injected, the maximum peak positions of matched filter output above the detection
threshold within acceptable error interval around the true positions, 20 ms in this experiment
were counted as a detection. This procedure was repeated and the results were averaged for the
50 Monte Carlo runs. Figure 4(a) represents the ROC curves for target the 1 under high rever-
beration. By comparing the left and right plot of Fig. 4(a), we could conclude that the proposed
prewhitening method improved the detection performance significantly. Figure 4(b) represents
the ROC curves for target 2 under noise limited environment. Although the performance en-
hancement was not as remarkable as in the reverberation limited environment, we could still
observe some improvement over the conventional method.
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Fig. 4. Experimental ROC curves. (a) Conventional prewhitening (left) and proposed prewhitening method with
dechirping (right) for target 1. (b) Conventional prewhitening (left) and proposed prewhitening method with dechirp-
ing (right) for target 2.

5. Conclusion

A prewhitening method using a linear dechirping transformation was proposed for LFM rever-
beration. Experiments with real oceanic data verified that the proposed method provided an
improved whitening performance. Consequently, it is expected that the proposed method can be
applied for the detection of real underwater objects.
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Abstract: Green’s functions can be retrieved between receivers from the
correlation of ambient seismic noise or with an appropriate set of randomly
distributed sources. This principle is demonstrated in small-scale geophysics
using noise sources generated by human steps during a 10-min walk in the
alignment of a 14-m-long accelerometer line array. The time-domain corre-
lation of the records yields two surface wave modes extracted from the
Green’s function between each pair of accelerometers. A frequency—wave-
number Fourier analysis yields each mode contribution and their dispersion
curve. These dispersion curves are then inverted to provide the one-
dimensional shear velocity of the near surface.
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1. Introduction

It has been demonstrated both theoretically and experimentally that records of seismic noise,
equidistributed in angle, yield the Green’s functions between receiver pairs after a time-
averaged cross-correlation process. Since 2002, several papers have been published on this
noise cross-correlation process in geophysics applied from a hundred of meter scale to a hun-
dred of kilometers scale.

One necessary ingredient to extract Green’s function from noise correlation is the
angle isotropy of seismic noise or, at least, the knowledge of the noise directivity on the seismic
network. This strong hypothesis is rarely verified in practical situations when dealing with high
frequency seismic noise (above 5 Hz) and small scales (less than 1 km) where noise sources
have human origin. A way to get around the noise source distribution ambiguity is to perform
the correlation process from a set of user-defined noise sources. When the seismic network is
defined as a line of geophones, one way to deal with user-defined noise sources is to spread
them in range on 10-50 wavelengths along the receiver alignment.

This technique presents several advantages. First we do not need an active device as a
source. The strength of the source is often a problem when working in environments (such as an
urban area, for example) where the use of potentially destructive devices such as explosives is
prohibited. Here it is the duration of the record that governs the available energy of the signal.
Furthermore, no synchronization of source and acquisition is required. However, using a source
to perform velocity measurement between two stations is well known and currently used in
seismology but it generally leads to apparent velocities which must be corrected according to
the source location. Here by using a spatial distribution of sources, whose contributions are
eventually averaged, we extract a response between the stations that is independent of the paths
source stations, as far as the illumination is sufficient for the Green’s function emergence. This
condition requires in practice that the source, i.e., the steps, cover a region corresponding to the
“end fire lobes” of the receiver line.” In this case, no angular correction relying on a speculative
velocity model is needed. In conclusion, extracting the Green’s function from user-defined
noise sources makes the correlation technique a trade-off between an active and a passive
method—active since we do not rely on the natural ambient noise in the medium, but passive
since the correlation process naturally achieves synchronization and averaging.
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Fig. 1. (a) Experimental setup. The acquisition system is performed from a National Instrument board that gives
access to the recordings in real time. The array deployment involved eight geophones but can be adapted to various
configurations using up to 16 accelerometers or geophones. (b) Typical 30-s-long time-domain recording and (c) its
frequency spectrum. The foot step amplitude depends on the range to the geophone. Frequency spectrum ranges from
4 to about 150 Hz.

The goal of this work is to perform an experimental demonstration of the correlation
process of user-defined noise sources at the meter scale using a linear array of geophones. This
letter is divided into two parts. In Sec. 2, we present the experimental setup, the recording of
user-defined noise sources, and the averaging correlation process that leads to the final seismic
section. In Sec. 3, a classical geophysical inversion is performed from the phase velocity dis-
persion curves of two Rayleigh modes extracted from the seismic section. Finally, the shear
velocity profile is inverted over the first 5 m.

2. Retrieving a seismic section from user-defined noise cross correlation

A 14-m-long line of eight evenly spaced vertical geophones has been used to record human
steps [Fig. 1(a)]. Two persons walked in the alignment of the accelerometers line, five times
1 min on each side, from 0 to about 30 m away from the geophone array. For a matter of con-
venience, the studied medium was the lawn in front of the laboratory.

The experimental setup has been designed to be versatile. The array configuration may
include up to 16 one-component seismic stations. These seismic sensors could be accelerom-
eters or geophones depending on the expected frequency bandwidth. Similarly, the array length
is adjustable to the surface wave wavelength.
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Fig. 2. (a) Superposition of five 1-min-long correlations between a geophone pair separated by 14 m. (b) Superpo-
sition of seismic sections obtained from correlation between accelerometer pairs separated by the same range. The
signal is normalized at each range.

The main advantage of this system is to be easy and fast to setup. Our ambition was to
perform a complete deployment, acquisition, and inversion in approximately 30 min. The sys-
tem design makes it very convenient for local and near surface measurements. Figure 1(b)
shows a typical time-domain recorded signal with its frequency spectrum. Each event in the
signal is a step whose amplitude depends on the range to the receiver. The energy spectrum of
the 30-s-long record is spread up to 150 Hz. Given the frequency response of the accelerom-
eters and the spatial extension of the array, a frequency interval ranging from 10 to 100 Hz was
selected for the analysis.

Since the frequency spectrum of the steps [Fig. 1(c)] is not flat in the frequency inter-
val of interest, and as correlating is mathematically equivalent to a spectrum product, only the
most energizing frequencies will emerge in the correlation signal. To enlarge the effective fre-
quency bandwidth, the spectrum of the records will be equalized in the selected frequency
interval [ 10— 100 Hz] before the correlation process.

To check the robustness of the correlation process, 5 1-min long records were corre-
lated separately for each receiver pair. Figure 2(a) shows, for a given pair, that the five time-
domain correlations superimpose in phase. Thus correlation is robust and does not depend on
the person who walked. As those correlations signals superimpose, they are stacked to increase
the signal-to-noise Ratio (SNR). The residual signal observed at large lag times in the correla-
tion (for time ~—0.5 s) corresponds to the correlation between two consecutive steps. This
signal is incoherent over the five realizations and vanishes in the 5-min average.

The advantage of the correlation process is to perform an average on the different
sources by stacking them with the appropriate time lag without the need for any synchroniza-
tion between the source and the receivers. The superposition of the correlations of 1-min long
signals is thus just a verification of the repeatability of the steps. Stacking the five correlations
of 1-min-long records is equivalent to directly correlating a 5-min-long signal.

To obtain a seismic section from the correlation process, each signal recorded at one
receiver is correlated with the signal recorded by geophone 1 or 8 located at each extremity of
the line array. The seismic section clearly shows wave propagation along the geophone array
[Fig. 2(b)]. Taking geophone 1 or 8 as the reference signal does not modify the seismic section.
This shows that seismic propagation from left to right is identical to propagation from right to
left on the 14-m-long seismic array. The medium can then be assumed as one dimensional (1D)
in the frequency bandwidth of the recordings.
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Fig. 3. (a) Seismic section obtained from the correlation process after all averaging operations. The signal-to-noise
ratio is above 30 dB for each trace. Phase dispersion is clearly observed for two surface waves with group velocity
of about 90 and 120 m/s. (b), (c) The two propagating modes have been extracted from the F—K plot in Fig. 5.
Dispersion of each mode is clearly observed. Synthetics obtained from the velocity model in Fig. 6(a) show a good
agreement with experimental data.

The 1D argument can be pushed even further. Each receiver pair spaced by the same
range should give the same correlation function as the propagation does not depend on the
receiver locations but only on the separation between receivers. For each range, there are several
equivalent receiver pairs. Figure 2(b) shows the superposition of the time-domain correlations
of the equivalent pairs. For shorter ranges, there are more equivalent pairs (7 for 2 m, 6 for 4 m,
etc.), which results in an efficient stacking and a better SNR. Figure 4(a) shows the seismic
section obtained after all averaging operations. After a 10-min total recording, SNR is above
30 dB. Both phase dispersion and geometrical spreading during propagation are retrieved.

The final seismic section clearly reveals the presence of two surface waves, with mean
group velocities of about 90 and 120 m/s. Those low group velocities are good indications of
two surface waves identified as Rayleigh modes.

We insist on the fact that this section was obtained from 10 min of unsynchronized
human steps only, which makes it nearly a passive method. To get the same result with classical
active seismic techniques, much more time would have been needed to synchronize numerous
sledgehammer blows. The “passive” method presented here is thus (1) easy to implement, as
there is a large flexibility in the array configuration, (2) fast, as it takes only about 30 min to
complete the array deployment and the recording, and (3) simple, as there is no synchronization
task and processing is performed in real time.

3. Geophysics inversion

Given the high SNR of the seismic section obtained from the correlation process, we completed
the analysis by a classical surface wave seismic inversion.*

A frequency—wave-number (F—K) transform was applied to the seismic section [Fig.
3(a)] to measure phase velocity dispersion curves [Fig. 4]. As the geophones are evenly spaced
by a 2-m distance, the largest wave number satisfying the aliasing criterion is 277/d= . In Fig.
4, this corresponds to the black vertical line. Higher k’s are wrapped, and appear as low wave
numbers. In this simple case, the wave-number spectrum can be extended by unwrapping the &
axis.
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Fig. 4. Frequency-wave-number (F-K) transform of the seismic section obtained in Fig. 4(a). The largest measur-
able wave number according to the aliasing criterion is 277/d with d=2 m (black vertical line). The aliasing in the
F—-K diagram is resolved by unwrapping the k axis. The shape of the two modes on the F—K diagram reveals
dispersive modes.

In the F—K diagram, modes are separated and extracted by masking a region of the
F—K plot and returning to the range/time domain [Fig. 3(b) and 3(c)]. This operation cannot be
performed directly in the range/time domain since the two modes are mixed at short ranges.

From Fig. 4, phase velocity curves are measured for each mode separately using the
relation k=2f/ c, where k is the wavelength, f'is the frequency, and ¢ is the phase velocity [Fig.
5(b)]. A Monte Carlo inversion is performed simultaneously on the two modes to obtain the
most-likely shear velocity profile in the medium’ [Fig. 5(a)]. The minimum frequency of the
surface waves being larger than 20 Hz for a maximal wavelength of 12 m, the model is not
constrained for depth deeper than 6 m. Similarly, the P-velocity profile and the density were
poorly constrained by the surface wave dispersion curves and arbitrarily set to 900 m/s and
1.5 g/cm?, respectively.

To improve confidence in the model, synthetic sections are computed separately for
the two Rayleigh modes [Fig. 3(b) and 3(c)].” The computed traces are very close to the ex-
tracted modes. To check the relative weight of each mode, their sum is compared to the original
seismic section before mode separation [Fig. 3(a)]. As the complete seismic section is well
retrieved, the relative weights of the computed and experimental modes are identical, which
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Fig. 5. (a) Distribution of shear velocity profiles obtained from a Monte Carlo inversion using the dispersion curves
of the two surface-wave modes. (b) Distribution of phase dispersion curves for the two surface modes in the Monte
Carlo inversion. Black spots correspond to the experimental phase-velocity curves obtained from Fig. 5. Colorbar
scales correspond to a misfit increase of 24%.
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confirms the quality of the inversion model. To increase the precision of the model, a full wave
inversion could be performed that would benefit from the high SNR of the seismic section [Fig.
3(a)]. In this case, the inversion kernel should be modified to include both amplitude and time
dispersion information.

4. Conclusion

A new method to retrieve surface waves at small scales has been developed. This method, which
combines passive processing and active sources is simpler, faster, and easier to implement than
classical active seismic techniques. It is also versatile and can be easily adapted to various
bottom configurations and expected wavelengths.

A classical seismic inversion was performed using the observed seismic section. The
high SNR allows us to get an accurate model for shear velocity in the (0—7 m) depth.

Future works will investigate the case of two-dimensional (2D) media. In this case the
stacking process performed in a 1D case won’t be possible, but differences between intercorre-
lations at the same range but at different places could provide a 2D (range + depth) inversion
result.
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Evoking biphone neighborhoods with verbal
transformations: Illusory changes
demonstrate both lexical competition and
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Abstract: When a recorded verbal stimulus repeats over and over, percep-
tual changes occur and listeners hear competing forms. These verbal trans-
formations (VTs) were obtained for a phonemically related set of 24
consonant-vowel syllables that varied widely in frequency-weighted neigh-
borhood density (FWND). Listener’s initial transformations involving substi-
tution of consonants versus vowels were strongly correlated with the lexical
substitution neighborhood [r=+0.82, p <0.0001]. Interestingly, as stimulus
FWND increased, average time spent hearing illusory forms substantially de-
creased [r=—0.75, p <0.0001]. These results suggest that VTs not only reveal
underlying competitors, but also provide a highly sensitive measure of lexical
inhibition.
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1. Introduction

Modern theories of spoken word recognition typically assume that acoustic-phonetic input ac-
tivates sets of phonologically similar verbal representations in memory, which compete with
one another in the process of word recognition. These activation-competition models of speech
perception are supported by evidence from a variety of paradigms (e.g., shadowing, perceptual
identification, and lexical decision), which have shown that processing speed and accuracy for a
verbal stimulus are influenced by both its neighborhood density (i.e., the number of phonologi-
cally similar, lexical neighbors) and by its neighborhood frequency (the sum of the word fre-
quencies of'its lexical neighbors). Words having large numbers of high-frequency lexical neigh-
bors are generally processed more slowly and less accurately than words having only a few,
low-frequency lexical neighbors (e.g., Goldinger et al., 1989; Luce and Pisoni, 1998; Vitevitch
and Luce, 1998, 1999).

Studies dealing with the effects of neighborhood density and frequency typically em-
ploy a computational procedure that considers the effective neighbors to be those words in the
lexicon that differ from the stimulus by the addition, deletion, or substitution of a single pho-
neme (Landauer and Streeter, 1973; Luce and Pisoni, 1998). The present study uses an auditory
illusion known as the Verbal Transformation Effect (Warren, 1961) as a direct means of identi-
fying salient neighbors, as well as examining their competitive interaction. When listeners are
presented with a recorded verbal stimulus, such as a syllable or word, which repeats over and
over without change, they typically hear abrupt and compelling illusory changes to other words
or syllables (Warren, 1961). These verbal transformations (VTs) appear to result from the op-
eration of two simultaneous processes (Warren, 1996): (1) a repetition-induced adaptation ef-
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fect, which lowers the activation level of the dominant neural representation best fitting the
stimulus; and (2) a repetition-induced summation effect that progressively increases the activa-
tion level of neural representations that are structurally similar to the stimulus." It is considered
that VTs occur when the diminished activation level of the stimulus representation is exceeded
by that of the most highly activated competing representation. Hence, it is suggested that reports
of apparent changes may provide a direct means of accessing the sets of competing representa-
tions that have been inferred to influence the speed and accuracy of performance in a variety of
psycholinguistic tasks, as well as in everyday spoken word recognition.

A recent experiment (Bashford, Warren, and Lenz, 2006) explored the use of VTs in
the study of neighborhood competition. Listeners were presented with repeating lexical and
nonlexical consonant-vowel-consonant (CVC) stimuli that were either very low or very high in
frequency-weighted neighborhood density (FWND). About 75% of the initial VTs evoked by
high-FWND words and nonwords were lexical neighbors of the stimuli. In contrast, the low-
FWND stimuli evoked relatively few lexical neighbors (14%), but did evoke a large percentage
(47%) of lexical non-neighbors, which typically differed from the stimuli by 2 phonemes and
had very high word frequencies (averaging about 880 wpm). These findings indicate that VTs
are strongly influenced by two factors considered to be of central importance in modern theories
of word recognition: the structural similarity and word frequency of stimulus competitors. The
present study uses VTs to measure the effects of a third factor, lexical inhibition, which is
incorporated as an important component of the competitive process in several word-recognition
models [e.g., TRACE (McClelland and Elman, 1986), SHORTLIST (Norris, 1994), and
PARSYN (Luce et al., 2000)]. The capacity of word representations to inhibit each other, in
proportion to their goodness of fit with speech input, could aid word recognition by amplifying
activation-level differences among competing representations. However, this mutual inhibition
would also lower the activation level of all competitors, including the stimulus representation,
thus accounting at least in part for the elevations in response latency and error rate observed for
high-density stimuli in a variety of psycholinguistic tasks. Paradoxically, lexical inhibition
should improve perceptual accuracy in the VT paradigm. Specifically, it was predicted that the
amount of time repeating stimuli are heard accurately should increase with increasing stimulus
FWND, producing a decrease in the strength of the VT illusion, since greater numbers of high-
frequency neighbors would be expected to exert greater amounts of inhibition, which in turn
should lower the activation level of the stimulus representation, and thereby reduce the adapting
effects of repeated stimulation. In order to test this prediction, it was decided to use a series of
naturally produced stimuli having minimal phonetic complexity: a set of 24 consonant-vowel
(CV) syllables, 11 words and 13 nonwords, which represent a factorial pairing of the six English
stop consonants [three voiced: /b/, /d/, /g/; and three unvoiced: /p/, /t/, /k/] with each of four
steady-state English vowels: /a/, /i/, /u/, and /&/. An additional set of 6 vowel-consonant (VC)
syllables paired the series of six English stops with the preceding vowel /u/; this series provided
control comparisons to be discussed in the results section. These biphone stimuli cover a large
range of FWND (sums of the log frequencies ranging from 1.301 to 90.42), which permits a
strong test of the lexical inhibition hypothesis.

The 24 CV stimuli employed in the main experiment not only varied in FWND, but
also differed critically in the phonemic composition of their lexical substitution-neighborhoods
(i.e., those subsets of neighbors differing from the stimuli via phoneme substitution rather than
phoneme addition or deletion). For 12 of the CV syllables, more substitution neighbors differed
from the stimulus at the consonant position, and for the remaining 12 syllables, more substitu-
tion neighbors differed at the vowel position. Based on the hypothesis that VTs are determined
chiefly by lexical neighborhood competition, rather than some form of sublexical processing, it
was predicted that initial substitution transformations would generally involve the stimulus
phoneme conflicting with the greatest number of lexical substitution neighbors.

2. Method

The 300 listeners in this study (10 groups of 30) were undergraduate students at the University
of Wisconsin-Milwaukee who were paid for their participation in sessions lasting about 30 min.
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All listeners were native monolingual English speakers who reported having no hearing prob-
lems and had normal bilateral hearing, as measured by pure tone thresholds of 20 dB hearing
level or better at octave frequencies from 250 to 8000 Hz.

The 24 CV syllables and 6 VC syllables described in the introduction were digitally
recorded (44.1 kHz sampling, 16 bit quantization) by a highly practiced announcer having an
average voicing frequency of approximately 100 Hz and speech patterns typical of southeast
Wisconsin. The monosyllables were produced to fit within a 340 ms capture window, and an
additional 250 ms segment of digital silence was then added to each capture to emphasize syl-
lable boundaries and minimize any tendency for perceptual resegmentation [e.g., /ti/ heard as
/it/] (see Bashford et al., 2006). The 340 ms stimulus capture, along with the added 250 ms
silent gap, was digitally iterated to produce a 5 min test stimulus that provided 508 repetitions.

The 240 listeners employed in the main experiment were randomly divided into 8
groups of 30, and each group received a different set of three CV stimuli, having either the three
voiced or three unvoiced stop consonants paired with one of the four vowels. The remaining two
groups of 30 listeners, who were presented with the VC stimuli, received the vowel /u/ paired
with either the three voiced or three unvoiced stop consonants. The order of stimulus presenta-
tion within groups was pseudorandom, with the restriction that each stimulus was presented an
equal number of times in each serial position across listeners in a group. Testing was performed
in a sound-attenuating chamber, with the VT stimuli delivered diotically through Sennheiser
HD 250 Linear II Headphones at a slow-rms peak level of 70 dBA sound pressure level. For
each stimulus presented, listeners were instructed to call out what the voice was saying at stimu-
lus onset, and then to call out what the voice was saying anytime a change was heard. Listeners’
responses during the 5 min stimulation periods were transcribed by the experimenter.

3. Results and discussion

As in our earlier study (Bashford et al., 2006), listeners’ initial reported transformations were
used for the primary analysis of forms. Nearly all (99.8%) of these initial forms reported for the
24 CV syllables were either English words or phonotactically legal nonwords. They were cat-
egorized as one of four types: (1) lexical neighbors (words differing from the stimulus by a
single phoneme); (2) nonlexical neighbors; (3) lexical non-neighbors (words differing by more
than one phoneme); and (4) nonlexical non-neighbors. Reports of stimulus neighbors com-
prised 77% of all initial VT responses, with 48% being lexical neighbors and 29% nonlexical
neighbors. Reports of non-neighbors as VTs comprised 23% of initial responses, with 13%
being lexical and 10% nonlexical. > The frequency of reports for non-neighbors was not corre-
lated with stimulus FWND, either for lexical responses [r=0.18, F(22)=0.74, p>0.5] or for
nonlexical responses [r=0.08, F(22)=0.1, p>0.70]. In contrast, report frequencies for lexical
and non-lexical neighbors of the stimuli did vary reciprocally with FWND: There was a strong
direct correlation between FWND and the report frequency for lexical neighbors [r=+0.735,
F(22)=25.9, p<.0001] and a strong inverse correlation with the report frequency for non-
lexical neighbors [r=-0.834, F(22)=50.4, p<0.0001].

The increase in reports of lexical neighbors with increasing stimulus FWND is con-
sistent with earlier results from this lab (Bashford et al., 2006), and is also consistent with the
hypothesis that VTs reveal the most salient neighbors of repeating stimuli. However, reports of
lexical neighbors also would be expected to increase with FWND to some extent by chance
alone if VT's were due to random errors occurring at a phonetic level of processing. If transfor-
mations are indeed determined by interactions between lexical representations, then the pho-
netic transformations observed for VT stimuli should be consistent with the composition of
their lexical neighborhoods. Specifically, it was predicted that substitution transformations of
stimulus consonants versus vowels should be correlated with the proportion of lexical neigh-
bors that differ from the stimuli at the consonant versus vowel positions. Strong confirmation of
this predicted pattern was obtained through a regression analysis that compared the proportion
of consonant versus vowel substitution transformations for the 24 CV syllables with the pro-
portion of lexical neighbors differing from the stimuli by consonant versus vowel substitution

EL34 J. Acoust. Soc. Am. 123 (3), March 2008 Bashford et al.: Evoking biphone neighborhoods with Verbal Transformations



Bashford et al.: JASA Express Letters [DOI: 10.1121/1.2839069] Published Online 14 February 2008

[(consonant substitution neighbors — vowel substitution neighbors) / total substitution neigh-
bors]. The proportion of initial transformations involving consonant changes increased in a very
strong linear fashion (r=+0.82, F(22)=45.2, p<0.0001) as the proportion of consonant-
substitution neighbors increased relative to vowel-substitution neighbors. This correlation ac-
counts for about 67% of the variance in consonant versus vowel substitution transformations,
despite the inclusion of data for non-neighbor transformations that involved changes in both the
consonant and vowel components. Hence, a substantial portion of VTs are clearly not the result
of random errors in sublexical processing, but rather are strongly influenced by interactions
between lexical representations.

Although substitution transformations were the most frequent initial responses (com-
prising 63.5% of reported changes), transformations involving the addition of a vowel or con-
sonant (comprising about 30% of responses) occurred with sufficient frequency to permit an
examination of the predictability of consonant-addition versus vowel-addition transformations
based on the proportion of consonant- versus vowel-addition neighbors. Interestingly, and in
contrast with the results obtained for substitution transformations, the latter correlation did not
approach significance (r=0.163, F(22)=0.6, p>0.4). This disparity in the effects of
substitution- versus addition-neighbors was also found in the analysis of overall illusion
strength discussed below.

The final prediction tested in this study was that the strength of the VT illusion, mea-
sured in terms of the amount of time stimuli were heard nonveridically during the 300 s repeti-
tion period, would decrease with increasing stimulus FWND. This prediction is based on the
hypothesis that increasing FWND should result in increased lexical inhibition, which should
reduce the activation levels of stimulus representations and thereby attenuate the adapting ef-
fects of their repeated activation in the VT paradigm. The results obtained for the 24 CV stimuli
clearly conform to this prediction: As FWND increased, there was a highly reliable linear de-
crease in the average amount of time listeners reported hearing the stimuli nonverdically. This
strong negative correlation (r=-0.746, F(22)=27.5, p<0.0001) accounted for approximately
56% of the variance in illusion strength. Additional regression analyses separately examining
the data for lexical and nonlexical stimuli confirmed that the negative correlation between
FWND and illusion strength was reliable for both the 11 lexical CVs (r=-0.67, F(9)=6.3, p
< 0.03) and the 13 nonlexical CVs (r=-0.57, F(11)=5.3, p<0.05).

Although the decline in VT strength observed with increasing FWND is consistent
with the predicted inhibitory effect of lexical competition, it is necessary to consider a possible
sublexical effect of phonotactic probability. Previous studies have shown that speech processing
is influenced not only by the density and frequency of lexical neighors (FWND), but also by the
position-specific frequency with which stimulus phonemes and phoneme sequences occur
within words and syllables of the listener’s language (e.g., Vitevitch and Luce, 1998, 1999).
Accordingly, these phonotactic probabilities were obtained for the 24 CV stimuli (see Vitevitch
and Luce, 2004) and submitted to regression analyses, which indicated that the strength of the
VT effect (i.e., nonverdical percept time) was not correlated with the probability of either the
consonants (r=—0.144, F(22)=0.46, p>0.50) or the CV biphones (r=+0.11, F(22)
=0.264, p>0.6). Correspondingly, there was no correlation between FWND and the probabil-
ity of the consonants (r=+0.03, F(22)=0.02, p >0.90) or biphones (r=+0.02, F(22)=0.01,
p>0.90). However, there was a strong negative correlation between FWND and vowel prob-
ability for this set of stimuli (»=—0.91, F(22)=93.3, p<<0.0001) and, correspondingly, there
was a strong correlation between vowel probability and VT strength (r=+0.79, F(22)=35.7,
p<<0.0001). Given the absence of correlation between VT strength and the probabilities of
either the consonants or biphones, it appeared likely that the significant correlation with vowel
probability was the spurious consequence of its very high correlation with FWND. This hypoth-
esis was tested by combining the data for the 6 CV syllables ending with the vowel /u/ with
those obtained for the 6 VC syllables that were comprised of the same phonemes in reverse
order. For this set of 12 syllables, the correlation between vowel probability and FWND was
also very high, but was positive rather than negative in slope (r=+0.917, F(10)=52.9, p
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<0.0001). As expected, the correlation between vowel probability and VT strength was also
reversed in direction (r=-0.69, F(10)=38.9, p<<0.02), while, in contrast, the correlation be-
tween FWND and VT strength was unchanged in direction. Stimulus FWND, the apparent
causal factor, accounted for approximately 68% of the variance in VT strength for the matched
set of CV and VC syllables (r=—0.827, F(10)=21.6, p<0.001).

The dominance of FWND over phonotactic probability in this study is not surprising
given the extended stimulation period employed in the VT paradigm. Effects of phonotactic
probability may override those of FWND when stimuli, especially nonwords, are presented in
speeded tasks that do not require lexical analysis (e.g., phoneme identification); but FWND has
been found to dominate processing for both words and nonwords when lexical analysis (e.g.,
lexical decision) is required (e.g., Vitevitch and Luce, 1998, 1999). The 5 min stimulus-
repetition periods in the present study certainly provided ample time for the activation of lexical
representations and the consequent buildup of inhibition.

It should be noted that the effect of FWND on VT strength was not only highly reliable
but also substantial: The five CV stimuli having the lowest FWND values (sums of the log
frequencies of lexical neighbors averaging 20.8) were heard nonverdically for an average of
248 s (standard error=15.3 s) during the 300 s repetition interval, whereas the five CVs highest
in FWND (averaging 86.2) were heard nonveridically for an average of only 155 s (standard
error=11.1 s). This mean shift of nearly 40% suggests that the VT strength (i.e., illusion time)
measure may provide an especially sensitive index of lexical inhibition.

A final analysis of the VT-strength data for the complete set of 30 biphones examined
the relative salience of competition effects exerted by substitution neighbors versus addition
neighbors. When the FWND scores for these two types of lexical neighbors were used as pre-
dictors in separate regression analyses, significant negative correlations between VT strength
and FWND were obtained for both the stimulus substitution-neighborhoods [r=-0.733,
F(28)=32.6, p<0.0001] and addition neighborhoods [r=-0.460, F(28)=7.54, p<<0.02].
However, the substitution- and addition-neighborhood FWND scores for this set of stimuli were
also correlated [=0.398, F(28)=5.26, p <0.03], so first-order partial correlation coefficients
were computed to better determine the individual contributions of the different neighbor types
to VT inhibition. When variance in common between substitution- and addition-neighborhood
FWND values was partialled out, the correlation between VT strength and substitution-
neighborhood FWND remained highly significant [pr=-0.675, #(27)=-4.76, p<0.0001]
while that involving addition-neighborhood FWND was nonsignificant [pr=—0.27, #(27)
=-1.46, p>0.15]. These results obtained with the VT-strength measure converge with those
from listeners’ initial VT reports, which showed that the relative frequencies of specific pho-
neme transformations were strongly correlated with the lexical substitution neighborhoods of
the stimuli, but not with their addition neighborhoods. This disparity can also be seen in the
types of forms reported in this study. About 44% of addition transformations yielded non-
neighbors of the stimuli, either through multiple phoneme additions or through addition com-
bined with a phoneme substitution. In contrast, only about 18% of substitutions yielded non-
neighbors, and in most instances these transformations involved a single phoneme substitution
combined with one or more phoneme additions. Hence, while substitution transformations con-
form strongly to the similarity neighborhood of the stimulus, addition transformations do not.

At present it is not clear whether the null effects obtained for addition-neighborhood
composition in this study reflect a general lack of salience of addition neighbors in speech
processing. It is possible that addition neighbors do effectively compete with substitution
neighbors under normal listening conditions but become ineffective when stimuli are repeated
for an extended period. It should be noted that the VT paradigm does appear to be inappropriate
for the study of possible deletion-neighborhood effects: Pitt and Shoaf (2001, 2002) have shown
that word repetition, especially with a very brief interstimulus interval (ISI) , evokes the general
auditory process of stream segregation (Bregman, 1990), which can cause spectrally distinct
consonants such as stops (especially unvoiced stops) to split from the remainder of an utterance
and be heard as a separate background stream. This segregation effect can also be incomplete
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(Pitt and Shoaf, 2002), so that a portion of stop-consonant aspiration may remain grouped with
a following vowel, resulting in the substitution of /h/ (e.g., /pi/ heard as /hi/). In the present
study, deletion transformations were reported infrequently (6% of initial changes), probably
due to the 250 ms ISI separating stimulus repetitions. Consistent with Pitt and Shoaf (2002),
simple deletion responses occurred most frequently for the voiceless stops, and most often
when they were syllable final (VC stimuli). Moreover, about 1% of transformations involved
substitution of /h/ for the stop consonants, all in syllable-initial position and most unvoiced.

Deletion transformations may be too heavily confounded with auditory streaming to
provide useful information about speech-specific processing. However, substitution transfor-
mations are clearly very sensitive to a lexical level of analysis: In the present study, stimulus
variation in substitution-neighborhood composition accounted for nearly 70% of the variance in
phonetic substitution transformations, and 50% of the variance in overall VT illusion time.
These values compare favorably with those obtained using other psycholinguistic tasks, in
which neighborhood FWND, the most potent stimulus variable, seldom accounts for more than
20% of performance variance (e.g., Luce and Pisoni, 1998).

The large inhibitory effect of neighborhood density on VTs was not restricted to the
illusion-time measure, but also was observed for the number of different forms reported by
individual listeners. Forms decreased in a strong linear fashion with increasing FWND [r
=-0.74, F(22)=28.5, p<<0.0001]. Interestingly, a paper by Yin and MacKay (1992, cited by
MacKay et al., 1993) reported the opposite result for a set of 20 words varying in neighborhood
density, which suggests that the dominance of neighborhood inhibition observed with simple
biphone stimuli in the present study may give way to dominance by activated competitors—
producing a greater range of transformations—when stimulus complexity is increased. This
possibility, which is consistent with the present finding that neighborhood effects upon VTs are
chiefly manifested through substitution transformations, will be examined in further planned
work that will systematically increase syllabic complexity, beginning with CVCs composed of
the same stops and vowels used for the biphones of this study.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite INO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Dani Byrd—For research on the relation
of linguistic structures to the temporal
realization of speech

Photo by donmilici@earthlink.net

ing of loudness

Brian R. Glasberg—For characteriza-
tion of frequency selectivity and model-

Brad H. Story—For advancing the un-
derstanding of the human vocal tract

Jennell Vick nhamed recipient of the 2007
Stetson Scholarship

ASA member Jennell Vick was se-
lected the recipient of the 2007-08
Raymond H. Stetson Scholarship in
Phonetics and Speech Production.
Jennell is a graduate student in the
Department of Speech and Hearing
Sciences at the University of Wash-
ington in Seattle.

She received a B.S. in Hearing and
Speech Sciences from Ohio Univer-
sity and an M.A. in Communication
Sciences from Case Western Reserve
University.

The Stetson Scholarship, which was
established in 1998, honors the
memory of Professor Raymond H.
Stetson, a pioneer investigator in phonetics and speech science. Its purpose
is to facilitate the research efforts of promising graduate students and post-
graduates. The Scholarship includes a $4,000.00 USD stipend for one aca-
demic year.

Applications for the award are due in March each year. For further
information about the award, please contact the Acoustical Society of
America, Suite INOI, 2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org; Web: http:/

asa.aip.org/fellowships.html
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USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2008

29 June—4 July Joint Meeting of the Acoustical Society of America, Eu-
ropean Acoustics Association and the Acoustical Society
of France, Paris, France) [Acoustical Society of America,
Suite 1NOI, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org].

9th International Congress on Noise as a Public Health
Problem (Quintennial meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise). Fox-
woods Resort, Mashantucket, CT [Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton CT 06340-
1609, Tel. 860-572-0680; Web: www.icben.org. E-mail
icben2008 @att.net

156th Meeting of the Acoustical Society of America,
Miami, FL [Acoustical Society of America, Suite INOI,
2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org].

2009

157th Meeting of the Acoustical Society of America,
Portland, OR [Acoustical Society of America, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org].

28 July—1 Aug

10-14 Nov

18-22 May
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Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937—
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90

Volumes 3644, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
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Volumes 36—44, 1964-1968: Contemporary Literature. Classified by subject
and indexed by author. Pp. 1060. Out of Print

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound)

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound)

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 616, Price: ASA members $50; Non-
members $90 (paperbound)



ACOUSTICAL STANDARDS NEWS

Susan B. Blaeser, Standards Manager

ASA Standards Secretariat, Acoustical Society of America 35 Pinelawn Rd., Suite 114E, Melville, NY
11747 [Tel.: (631) 390-0215; Fax: (631) 390-0217; e-mail: asastds @aip.org]

George S.K. Wong

Acoustical Standards, Institute for National Measurement Standards, National Research Council,
Ottawa, Ontario K1A 0R6, Canada [Tel.: (613) 993-6159; Fax: (613) 990-8765; e-mail:

george.wong@nrc.ca]

American National Standards (ANSI Standards) developed by Accredited Standards Committees S1, S2,
83, and S12 in the areas of acoustics, mechanical vibration and shock, bioacoustics, and noise, respec-
tively, are published by the Acoustical Society of America (ASA). In addition to these standards, ASA
publishes Catalogs of Acoustical Standards, both National and International. To receive copies of the

latest Standards Catalogs, please contact Susan B. Blaeser.

Comments are welcomed on all material in Acoustical Standards News.

This Acoustical Standards News section in JASA, as well as the National and International Catalogs of
Acoustical Standards, and other information on the Standards Program of the Acoustical Society of
America, are available via the ASA home page: http://asa.aip.org.

Standards Meetings Calendar—National

*30 June 2008

ASA Committee on Standards (ASACOS) and ASA-
COS Steering will meet in Paris in conjunction with the
155th meeting of the Acoustical Society of America.

Note that there will be NO standards committee meet-
ings in Paris in June 2008.

¢10—-14 November 2008

Meetings of the National Standards Committees S1,
Acoustics; S2, Mechanical Vibration and Shock; S3, Bioa-
coustics; S3/SC1, Animal Bioacoustics; and S12, Noise, and
the U.S. TAGs to ISO/TC 43, ISO/TC 43/SC 1, ISO/TC 108
and its subcommittees, will be held in conjunction with the
156th meeting of the Acoustical Society of America in Mi-
ami, Florida.

Specific meeting dates and times will be announced
soon.

Standards Meetings Calendar—International

19-23 May 2008-Stockholm, Sweden

*[EC/TC 29 Electroacoustics

26-30 May 2008-Boras, Sweden

*ISO/TC43 Acoustics, and ISO/TC 43/SC 1 Noise

27-31 May 2008-Kyoto , Japan

*[SO/TC 108/SC 5, Condition monitoring and diagnos-
tics of machines

3—7 November 2008-St. Louis, MO

*]SO/TC 108, Mechanical vibration, shock and condi-
tion monitoring

*ISO/TC 108/SC 3, Use and calibration of vibration and
shock measuring instruments

*ISO/TC 108/SC 6, Vibration and shock generating sys-
tems
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Photos from New Orleans

All the Standards Committees, the TAGs, and many of
the Working Groups met in New Orleans. Here are photos
from just a few of them with apologies to those whose meet-
ings are not represented here.

Fig. 2. The first meeting of S3/SC 1 Animal Bioacoustics.
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Fig. 6. ASACOS.
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Fig. 7. ASACOS #2.

Standards News from the United States

Call for Members in Standards Committees

The Acoustical Society of America Standards Secretariat
is seeking organizational members in the categories of User
Interest, Government Interest, Trade Association, and/or
General Interest for Accredited Standards Committees
S1-Acoustics, S2-Mechanical Vibration and Shock,
S3-Bioacoustics, S3/SCl1-Animal Bioacoustics, and
S12-Noise, as well as for participation in the U.S. TAGS to
IEC/TC 29—Electroacoustics, ISO/TC 43—Acoustics, ISO/TC
43/SC 1-Noise, and ISO/TC 108 and all of its subcommit-
tees.

If your company or organization is interested in becom-
ing a member of any of these committees, please contact
Susan Blaeser, Standards Manager, ASA Standards Secre-
tariat, (631) 390-0215 or sblaeser@aip.org for additional in-
formation.

American National Standards Call for Comment on
Proposals Listed

This section solicits comments on proposed new Ameri-
can National Standards and on proposals to revise, reaffirm,
or withdraw approval of existing standards. The dates listed
in parentheses are for information only.

ASME (American Society of Mechanical Engineers)

Reaffirmations

BSR/ASME Y32.18-1972 (R200x), Symbols for Me-
chanical and Acoustical Elements as Used in Schematic Dia-
grams (reaffirmation of ANSI/ASME Y32.18-1972 (R2003))

Presents standard symbols and definitions that may be
used in constructing schematic diagrams for mechanical and
acoustical systems whose performances are describable by
finite sets of scalar variables (29 January 2008)

ATIS (Alliance for Telecommunications Industry So-
lutions)

Revisions

BSR/ATIS 0300255-200x, In Service, Nonintrusive,
Measurement Device (INMD)—Methodology for Applying
INMD Measurements to Customer Opinion Models (revision
of ANSI T1.255-2003)

Allows INMD measurements to be used to evaluate the
performance of telecommunications connections and ser-
vices and to detect speech level, noise, and echo anomalies
on telecommunications connections. (11 February 2008)
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SCTE (Society of Cable Telecommunications Engi-
neers)

New Standards

BSR/SCTE 24-23-200x, BV32 Speech Codec Specifi-
cation for Voice over IP Applications in Cable Telephony
(new standard)

Contains the description of the BV32 speech codecl.
BV32 compresses 16-kHz sampled wideband speech to a bit
rate of 32 kb/s (kilobits per second) by employing a speech
coding algorithm called Two-Stage Noise Feedback Coding
(TSNFC), developed by Broadcom. (11 February 2008)

UL (Underwriters Laboratories, Inc.)

Revisions

BSR/UL 217-200x, Single and Multiple Station Smoke
Alarms (revision of ANSI/UL 217-2006)

Proposes the following changes: Voice messages in
alarm signals; smoke box air circulation fans; jarring test;
sound output measurement; temporary alarm silencing; bat-
tery operational temperature ranges for RV and marine
alarms; installation instructions; and situations where smoke
alarms may not be effective. (17 December 2007)

Final Actions on American National Standards

The standards actions listed below have been approved
by the ANSI Board of Standards Review (BSR) or by an
ANSI-Audited Designator, as applicable.

ASA (ASC S3) (Acoustical Society of America)

Reaffirmations

ANSI S3.46-1997 (R2007), Methods of Measurement of
Real-Ear Performance Characteristics of Hearing Aids (reaf-
firmation of ANSI S3.46-1997 (R2002))

ASA (ASC S12) (Acoustical Society of America)

Revisions

ANSI/ASA S12.9-Part 5-2007, Quantities and Proce-
dures for Description and Measurement of Environmental
Sound—Part 5: Sound Level Descriptors for Determination
of Compatible Land Use (revision of ANSI S12.9-Part
5-1998 (R2003))

Withdrawals

ANSI S12.30-1990, Guidelines for the Use of Sound
Power Standards and for the Preparation of Noise Test Codes
(withdrawal of ANSI S12.30-1990 (R2002))

SCTE (Society of Cable Telecommunications Engi-
neers)

New Standards

ANSI/SCTE 24-22-2007, iLBCv2.0 Speech Codec
Specification for Voice over IP Applications in Cable Tele-
phony (new standard)

Project Initiation Notification System (PINS)

ANSI Procedures require notification of ANSI by ANSI-
accredited standards developers of the initiation and scope of
activities expected to result in new or revised American Na-
tional Standards. This information is a key element in plan-
ning and coordinating American National Standards.

The following is a list of proposed new American Na-
tional Standards or revisions to existing American National
Standards that have been received from ANSI-accredited
standards developers that utilize the periodic maintenance
option in connection with their standards. Directly and ma-
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terially affected interests wishing to receive more informa-
tion should contact the standards developer directly.

ATIS (Alliance for Telecommunications Industry So-
lutions)

BSR/ATIS 0300255-200x, In-Service, Nonintrusive
Measurement Device (INMD)—Methodology for Applying
INMD Measurements to Customer Opinion Models (revision
of ANSI T1.255-2003) This document is intended for use as
the North American standard for mapping measurements
made with In-Service, Nonintrusive Measurement Devices
(INMDs) to the parameters used in customer opinion models
for voice services. Project Need: To allow INMD measure-
ments to be used to evaluate the performance of telecommu-
nications connections and services and to detect speech level,
noise, and echo anomalies on telecommunications connec-
tions. Stakeholders: Telecommunications Industry.

IEEE (ASC C63) (Institute of Electrical and Elec-
tronics Engineers)

BSR C63.4-200x, Measurement of Radio-Noise Emis-
sions from Low-Voltage Electrical and Electronic Equipment
in the Range of 9 kHz to 40 GHz (revision of ANSI C63.4-
2003)

Revises ANSI C63.4 to address the following specific
issues and other issues as may be raised by the revision task
group. (A) Add to Figure 2 (LISN) a tabular list in addition
to the graph; (B) Clarify paragraphs 11.1.3(e) and (f) on
exercise of displays; (C) In section 12.2.1, replace “5 V
peak-to-peak VITS signal supplied through the video input
port.” with “the highest input voltage where video is still
processed or present, or visible on the TV screen without
error, should be recorded and tested”; (D) LISN calibration
procedures; and (E) Definition of cable loss as a function of
temperature. Project Need: To revise ANSI C63.4 to address
issues raised by the revision task group. Stakeholders: EMC
test laboratories, EMC test equipment manufacturers (soft-
ware designers).

BSR C63.19 Amendment-200x, Methods of Measure-
ment of Compatibility between Wireless Communications
Devices and Hearing Aids (addenda to ANSI C63.19-2007)

Supplements and revises portions of ANSI C63.19-2007
to deal with the topics listed in the project description.
Project Need: To cover range between 698 MHz to 6 GHz
and to revise the methods of measurement. Stakeholders:
Manufacturers of cellular phones and hearing aids, service
providers, hearing aid wearers, regulators.

TIA (Telecommunications Industry Association)

BSR/TIA 855-A-200x%, Telecommunications—
Telephone Terminal Equipment—Stutter Dial Tone Detec-
tion Device Performance Requirements (revision of ANSI/
TIA 855-2001)

Revises ANSI/TTA/EIA-855-2001 to update the noise
immunity requirements, provide missing tolerances for sev-
eral requirements, and to clarify several ambiguous require-
ments. Project Need: To update the noise immunity require-
ments, to provide missing tolerances for several
requirements, and to clarify several ambiguous requirements.
Stakeholders: Telecommunications Industry Association.
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Standards News from Abroad

(Partially derived from ANSI Standards Action, with ap-
preciation)

Newly Published ISO and IEC Standards

Listed here are new and revised standards recently ap-
proved and promulgated by ISO—the International Organi-
zation for Standardization.

ISO Standards

BASES FOR DESIGN OF STRUCTURES (TC 98)

ISO 10137:2007, Bases for design of structures—
Serviceability of buildings and walkways against vibrations

MECHANICAL VIBRATION AND SHOCK (TC
108)

ISO 2017-2:2007, Mechanical vibration and shock—
Resilient mounting systems—Part 2: Technical information
to be exchanged for the application of vibration isolation
associated with railway systems

ISO 8041/Cor1:2007, Human response to vibration—
Measuring instrumentation—Corrigendum

PLASTICS (TC 61)

ISO 6721-9/Amd1:2007, Plastics—Determination of
dynamic mechanical properties—Part 9: Tensile vibration—
Sonic-pulse propagation method—Amendment 1: Precision

ROLLING BEARINGS (TC 4)

ISO 15242-4:2007, Rolling bearings—Measuring meth-
ods for vibration—Part 4: Radial cylindrical roller bearings
with cylindrical bore and outside surface

TECHNICAL SYSTEMS AND AIDS FOR DIS-
ABLED OR HANDICAPPED PERSONS (TC 173)

ISO 23600:2007, Assistive products for persons with
vision impairments and persons with vision and hearing
impairments—Acoustic and tactile signals for pedestrian
traffic lights

ISO Technical Reports

ACOUSTICS (TC 43)

ISO/TR 25417:2007, Acoustics—Definitions of basic
quantities and terms

IEC Standards

ELECTROACOUSTICS (TC 29)

IEC 60318-6 Ed. 1.0 b:2007, Electroacoustics—
Simulators of human head and ear—Part 6: Mechanical cou-
pler for the measurement on bone vibrators

PERFORMANCE OF HOUSEHOLD ELECTRI-
CAL APPLIANCES (TC 59)
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IEC 60704-2-14 Ed. 1.0 b:2007, Household and similar
electrical appliances—Test code for the determination of air-
borne acoustical noise —Part 2-14: Particular requirements
for refrigerators, frozen-food storage cabinets and food freez-
ers

IEC 62552 Ed. 1.0 b:2007, Household refrigerating
appliances—Characteristics and test methods

ENVIRONMENTAL CONDITIONS, CLASSIFICA-
TION AND METHODS OF TEST (TC 104)

IEC 60068-2-6 Ed. 7.0 b:2007, Environmental
testing—Part 2-6: Tests—Test Fc: Vibration (sinusoidal)

IEC Technical Specifications

ULTRASONICS (TC 87)

IEC/TS 61949 Ed. 1.0 en:2007, Ultrasonics—Field
characterization—In situ exposure estimation in finite-
amplitude ultrasonic beams

ISO and IEC Draft International Standards

ISO

ACOUSTICS (TC 43)

ISO/DIS 11201, Acoustics—Noise emitted by machin-
ery and equipment—Measurement of emission sound pres-
sure levels at a work station and at other specified positions
in an essentially free field over a reflecting plane with neg-
ligible environmental corrections (8 February 2008)

ISO/DIS 11202, Acoustics—Noise emitted by machin-
ery and equipment—Measurement of emission sound pres-
sure levels at a work station and at other specified positions
applying approximate environmental corrections (8 February
2008)

ISO/DIS 11204, Acoustics—Noise emitted by machin-
ery and equipment—Measurement of emission sound pres-
sure levels at a work station and at other specified positions
applying accurate environmental corrections (8 February
2008)

ISO/DIS 17201-3, Acoustics—Noise from shooting
ranges—Part 3: Guidelines for sound propagation calcula-
tions (16 February 2008)

IEC Draft Standards

104/448/FDIS, IEC 60068-2-27 Ed. 4.0: Environmental
testing—Part 2-27: Tests—Test Ea and guidance: Shock (1
February 2008)

46A/875/FDIS, IEC 61196-1-325: Coaxial communica-
tion cables—Part 1-325: Mechanical test methods—Aeolian
vibration (11 January 2008)
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BOOK REVIEWS

P. L. Marston

Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Ultrasonic Processes and Machines: Dynamics,
Control and Applications

Vladimir K. Astashev and Viadimir I. Babitsky

Springer-Verlag, Berlin and Heidelberg, 2007. 332 pp. price
$169.00 (hardcover), ISBN: 978-3-540-72060-7.

Ultrasonic machining is an unconventional mechanical process used
for low-rate material removal in otherwise hard to do cases. It is distinctly
different from other specialized material removal processes, such as electri-
cal discharge and electrochemical machining, in that its application is not
limited by the electrical or chemical characteristics of the workpiece mate-
rial. Ultrasonic machining can be used on both conductive and nonconduc-
tive materials, especially those with low ductility and high hardness. Fol-
lowing Paul Langévin’s groundbreaking work, the history of ultrasonic
machining began with a paper by Robert Williams Wood and Alfred Lee
Loomis in 1927 and took off in earnest after the Second World War. Pio-
neering work was conducted in the former Soviet Union by the authors of
this volume following the footsteps of other prominent members of the
Russian school including O. V. Abramoyv, O. 1. Babikov, A. I. Markov, L. G.
Merkulov, V. P. Severdenko, and others. Some of this seminal work was
previously unavailable in English for the expanding international commu-
nity of researchers, graduate students, and industrial practitioners working in
ultrasonics. The Springer series entitled Foundations of Engineering Me-
chanics publishes scientific monographs and graduate-level textbooks on
various topics of applied mechanics. A unique feature of this series is that it
presents selected works of Russian and Eastern European scientists that had
been previously unpublished in the West. The volume entitled Ultrasonic
Processes and Machines was expertly translated from Russian into English
by Karima Khusnutdinova.

The physical processes involved in ultrasonic machining include a
number of specific effects. Peculiar behavior is exhibited by materials in the
presence of high-intensity ultrasonic vibration, for example, dry friction in
the region of contact between two compressed surfaces transforms into vis-
cous friction and displays substantially decreased yield strength. Chapter 1
presents quantitative models of the ultrasonic process based upon indepen-
dently measurable macroscopic parameters such as the compressive force
and cutting speed of the machine, the elastic modulus, yield strength, and
friction coefficient of the material, and the ultrasonic vibration velocity of
the tool. The authors illustrate that macroscopic phenomenological models
can describe surprisingly well the ultrasonic machining process without mi-
croscopic details of the local material/acousto-mechanical interaction. Chap-
ter 2 focuses on the particular dynamic characteristics of ultrasonic ma-
chines with special emphasis placed on the most fundamental longitudinal
and bending tool vibrations and the operation of magnetostrictive and pi-
ezoelectric actuators. Chapter 3 addresses the problem of nonlinear interac-
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tion between the tool and the workpiece, especially in the presence of con-
tact gaps that lead to impact phenomena, and the complex influence of
nonlinearity on the resonant behavior of the whole system. The efficiency of
ultrasonic machining crucially depends on the ultrasonic vibration velocity
being larger than the cutting speed. At a cutting speed of 10 m/s, this
threshold can be achieved above 20 kHz using ultrasonic displacements in
excess of 100 um, wherein lies the main challenge of ultrasonic machining.
Even at driving power levels as high as a few kilowatts, adaptive resonant
tuning is required to maintain the necessary vibration amplitude in the pres-
ence of highly variable process parameters. Chapter 4 discusses the sensi-
tivity of machining efficiency to nonlinear loading variations and the opera-
tion of automatic frequency control systems using different feedback
strategies. Finally, Chapter 5 presents numerous practical examples of ultra-
sonically assisted machining including cutting, turning, and drilling.

Is this volume a valuable edition to the existing extensive literature on
high-power applications of ultrasonics? Considering the applied nature of
the topic, the analysis is a little too mathematical, and the presentation is
heavily loaded by algebraic derivations. The reader probably will be put off
by the oddity of the format, for example, the mostly low-quality figures and
the annoying lack of figure captions that makes it particularly difficult to
search for the relevant details in the surrounding text. There are numerous
typographic errors and inconsistencies throughout the book, and in some
sections the text seems to refer to equation numbers in an earlier publication
that are completely different from the present one. About 40% of the cited
references are published only in Russian and are 40 years old on the average
with the latest one published back in 1987, i.e., 20 years ago. Although parts
of the book, especially Chapter 5, have been obviously updated by more
recent references from the international literature, these new results are only
barely touched upon in the text without in-depth discussion, and the exten-
sive reference list at the end of the book is still less than adequate for current
researchers. All in all, the book is a hard read, but a worthwhile addition to
the literature that can be recommended to anybody who is specializing in the
physical effects and practical applications of ultrasonics. Unquestionably,
Astashev and Babitsky’s new volume reads like an old book in a new edition
that still shows its age, but it also reveals the authors’ distinctive insight that
could greatly benefit a new generation of readers.

PETER B. NAGY

Department of Aerospace Engineering
and Engineering Mechanics
University of Cincinnati

Cincinnati, Ohio 45221-0070
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7,214,871

43.38.Fx TRANSMITTER FOR SOUND RECORDING
OF AN ELECTRIC SIGNAL FROM AN ACOUSTIC
DRUM

Jiirgen Hasenmaier, 89542 Herbrechtingen, Germany
8 May 2007 (Class 84/723); filed in Germany 8 July 2003

The inventor proposes a design for using a piezoelectric sensor that
can be clamped onto the rim of a drum. Particular attention is given to the
shape of the sensor since the author believes that a sector of a circle is the
preferred shape to eliminate the proximity effect of rolls near the rim. Of
course, no theory or measurement is given to demonstrate why this might be
the case. At least one of the figures was taken directly from European Patent
No. EP 0542706 (“An acoustic drum transmitter and a holder therefor”). A
much earlier but still relevent reference is U.S. Patent No. 5,449,964.—MK

7,266,040
43.30.Gv ACTIVE SONAR SIMULATION

Ronald Frances Norwood and Cathy Christensen Matthews,
assignors to United States of America as represented by the
Secretary of the Navy

4 September 2007 (Class 367/13); filed 10 August 2005

For the purpose of training sonar operators, a system is described that
simulates realistic sounding reverberation from an underwater acoustic
source in a given environment. The real-time simulations are not exact. The
training system makes various visual displays of the modeled noise.—GFE

7,266,042

43.30.Vh MULTISTAGE MAXIMUM LIKELIHOOD
TARGET ESTIMATOR

Kurt Gent and Kenneth J. McPhillips, assignors to The United
States of America as represented by the Secretary of the Navy
4 September 2007 (Class 367/118); filed 31 March 2006

An algorithm is described that provides range and bearing estimates
for target acquisition by removing time estimate errors and tracking with a
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coarse grid search followed with Gauss—Newton and then Cartesian coordi-
nate maximum-likelihood estimation.—GFE

7,266,044

43.30.Wi METHOD AND APPARATUS FOR
ACOUSTIC SOURCE TRACKING USING A
HORIZONTAL LINE ARRAY

Tsih C. Yang, assignor to United States of America represented by
the Secretary of the Navy
4 September 2007 (Class 367/124); filed 17 December 2004

Adaptive array processing is sensitive to target motion when the num-
ber of samples is limited; a method to compensate for motion in the beam
domain is described.—GFE

7,272,075

43.30.Vh PERSONAL SONAR SYSTEM
Matthew Pope, Los Angeles, California
18 September 2007 (Class 367/131); filed 10 October 2006

With the fear of sharks the motivation, this document describes a surf-
board or scuba mounted system that somehow detects only large animals

and warns the water sports enthusiast. It also, more tractably, warns him
when he drifts away from his friends.—GFE
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7,266,046

43.30.Yj MINIATURE LOW FREQUENCY ACOUSTIC
TRANSMITTER

Anthony A. Ruffa, assignor to The United States of America as
represented by the Secretary of the Navy
4 September 2007 (Class 367/171); filed 26 June 2006

Compact low-frequency transducer 18 is comprised of air-filled bal-
loon 14 (other gases can be used to obtain different frequencies), which is
held by tethers 16 in water 12 filled pressure vessel 10 (although other fluids
can be used). The walls of pressure vessel 10 need to be on the order of
several radii away from miniature balloon 14. The system is driven into
resonance by using transducers that are mounted to the pressure vessel or by

16

14

16

using a piston to drive fluid into and out of the pressure vessel. The resonant
system thus formed is said be very effective at low frequencies, as the
effective stiffness of the system is that of the air bubble while its effective
mass is that of the surrounding water. An open system is also described. The
patent is clear and to the point with mathematical formulas included in the
detailed description.—NAS

7,269,096

43.30.Wi IDENTIFICATION AND LOCATION OF AN
OBJECT VIA PASSIVE ACOUSTIC DETECTION

Rhonda L. Millikin, assignor to Her Majesty the Queen in Right of
Canada as represented by the Minister of National Defense
11 September 2007 (Class 367/127); filed 24 February 2003

Localization via time difference of arrival by any other name is still
apparently easy to submit as novel. —GFE

7,275,436

43.35.Yb METHOD AND APPARATUS FOR
MEASURING FILM THICKNESS AND FILM
THICKNESS GROWTH

Scott F Grimshaw, assignor to Tangidyne Corporation
2 October 2007 (Class 73/579); filed 21 October 2005

This patent discloses the use of IT-cut quartz crystals for film thickness
monitoring in a vacuum chamber environment. Usually, an AT-cut quartz
crystal is used in thin-film deposition systems as a process monitor, wherein
the oscillation frequency of the crystal drops as the mass (thickness) of the
film being deposited increases. In order to maintain gauging accuracy, the
AT-cut crystals must be cooled to 20 °C-25 °C in the chamber. The authors
disclose that IT-cut crystals can operate stably at temperatures of 100 °C
with consequently simpler temperature regulation. A second advantage of
this high-temperature operation is that the stability of the oscillation fre-
quency with high-stress films like magnesium fluoride is increased. Why
this is so is not explained.—JAH
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7,278,271

43.35.Ud RADIAL HIGH ENERGY ACOUSTIC
DEVICE AND THE APPLIED THERMOACOUSTIC
DEVICE

Ya-Wen Chou and Ming Shan Jeng, assignors to Industrial
Technology Research Institute
9 October 2007 (Class 62/6); filed in Taiwan 27 December 2004

This very short patent explains that a thermoacoustic device operates
by immersing a heat exchange stack in a strong acoustic standing wave,
which causes heat to be transferred from one end of the stack to the other. In
one type of prior art device, a transducer is placed at one end of a cylindrical
resonance tube. In another type, radial standing waves are generated by a
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small transducer at the center of a shallow drum-shaped cavity. The patent
asserts that greater acoustic efficiency can be achieved by employing a
ring-shaped transducer 13 near the outer boundary 11, thus increasing cool-
ing capacity without increasing electrical power consumption.—GLA

7,245,058

43.35.Zc VIBRATION WAVE DRIVING APPARATUS
AND METHOD OF SETTING SHAPE OF
SUPPORT MEMBER SUPPORTING ELASTIC
MEMBER FORMING VIBRATION MEMBER OF
VIBRATION WAVE DRIVING APPARATUS

Kosuke Fujimoto et al., assignors to Canon Kabushiki Kaisha
17 July 2007 (Class 310/317); filed in Japan 7 December 2001

An ultrasonic vibrating wave motor producing very smooth turning
motion that is not prone to abnormal wear or squeaks due to single point
contact is claimed. Rotation on axis 6 is achieved as follows: Stator 1 is
driven in ninth order out of plane bending mode by piezoelectric transducers
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attached to its bottom side. Rotor 4, pressed to stator 1 by a spring, is caused
to move via a fifth order torsional mode of stator vibration. Stator dimen-
sions are proportioned to have these two modes at near the same frequency.
Single point contact, said to cause excess wear, is minimized by driving the
plate at a frequency just below its modal resonance frequency, e.g., at
35 kHz when its modal resonance is 45 kHz.—AJC

7,266,213

43.38.Dv COMPACT SPEAKER WITH A
PROTECTIVE COVER

Masahito Furuya, assignor to Citizen Electronics Company,
Limited
4 September 2007 (Class 381/398); filed in Japan 30 October 2001

Protective cover 24 extends over the peripheral projector 20a of case
20. Diaphragm 25b is held between hold ring 26 in protector 24 and a

VAR
zofzs 2

peripheral projection 20a of case 20 at peripheral portion 25a. The cover 24
is secured to case 20 by an adhesive.—NAS

7,272,238

43.38.Dv LOUDSPEAKER HAVING COOLING
SYSTEM

Jason Kemmerer and Robert True, assignors
Electronics, Incorporated
18 September 2007 (Class 381/414); filed 12 October 2004

To reduce distortion, electrically and thermally conductive but non-
magnetic shorting rings 131 and 133 are positioned on pole piece 125. Steel
ring 135, which has magnetic properties that can interact with the voice coil,
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is provided to maintain the air gap in the magnetic circuit. Heat is conducted
from ring 131 to heat dissipation plate 111. Both pole piece 125 and heat
dissipation plate 11 have slots to reduce electric currents therein.—NAS

7,244,377

43.38.Fx ACOUSTIC ENHANCEMENT OF PARTICLE
FABRICATION BY SPINNING

Eric J. Shrader,
Incorporated
17 July 2007 (Class 264/8); filed 21 October 2005

A particle production spinning apparatus is claimed where spinning
disk 108 is also vibrating via electroactuator material 120. The vibration

assignor to Palo Alto Research Center
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mode shape is unspecified. When vibrated at 6500—7500 Hz, particle size

distribution produced favors 150 um in diameter—AJC
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7,270,215

43.38.Ja LOUDSPEAKER ENCLOSURE WITH
DAMPING MATERIAL LAMINATED WITHIN
INTERNAL SHEARING BRACE

Enrique M. Stiles, assignor to STEP Technologies Incorporated
18 September 2007 (Class 181/151); filed 15 April 2005

Loudspeaker enclosures can vibrate since the transducers within them
vibrate, and the enclosure vibrations can be detrimental to the overall sound
emanating from the loudspeaker system. The cabinet walls can still vibrate
even though the cabinet is fitted with rigid internal bracing. The patent
presents a scheme in which the stiff internal bracing members 30-1, 2 a and

30-1d\ 3015 +—18
M — — 1
L I

4-30-2a

X

M2

o

b are laminated to damping members 30-1, 2 d. The stiff members are
therefore connected to just one side, and do not provide a short circuit
between two sides of enclosure 10. The damping member is said to help
damp the vibrations of the cabinet.—NAS

7,275,621
43.38.Ja SKEW HORN FOR A LOUDSPEAKER

Rogelio Delgado, Jr., assignor to Klipsch, LL.C
2 October 2007 (Class 181/192); filed 18 January 2005

The skewed horn shown here in cross section has a flat mouth that can
be flush-mounted in a wall or baffle. The patent includes polar response
plots showing that a symmetrical pair of horns can deliver wide horizontal
coverage over a range of two octaves or more. The intended usage is home
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theater surround sound, although a number of other applications come to
mind. In short, this appears to be a well-designed device that meets its
performance goals. However, the patent claims are broadly written and do
not describe any specific geometry. Instead they postulate a throat plane that
forms an angle with a mouth plane, the two being connected by an elongated
duct “...such that sound waves generated by said transducer propagate un-
reflected down the elongated duct.” It seems to me that thisdescription ap-
plies equally well to a planar-face, dual-horn tweeter manufactured by Uni-
versity Loudspeakers around 1950.—GLA

7,277,552

43.38.Ja INCREASED LF SPECTRUM POWER
DENSITY LOUDSPEAKER SYSTEM

Curtis E. Graber, Woodburn, Indiana
2 October 2007 (Class 381/182); filed 9 August 2004

As can be seen from the illustration, the invention is basically an
electrovoice “manifold” loudspeaker system with one woofer inverted. It is
known that such a reversed pair of woofers reduces even-order distortion,
but this feature is not mentioned in the patent. Instead, the comparatively
small radiating area is exploited in a double-pair variant configured as a
unidirectional low frequency loudspeaker. According to the patent, “The
invention achieves high efficiency... in the second embodiment by dynamic
control of the lobe of radiated energy by adjustment of the relative phase of
a drive signal supplied (to) each of two transducer assemblies.” There
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seems to be some confusion between pattern control and relative efficiency,
which is actually quite low for any gradient pair—GLA

7,280,665

43.38.Ja IMAGE DISPLAY DEVICE WITH BUILT-IN
LOUDSPEAKERS

Ichiro Tamura and Kohji Ohtsuka, assignors to Sharp Kabushiki
Kaisha
9 October 2007 (Class 381/333); filed in Japan 15 March 2002

Flat panel TV receivers allow very little space for loudspeakers. In this
design, left and right speakers 4a and 4b are conventionally mounted below
the screen. Common woofer 3 is loaded by a small rear chamber with a vent
tube that exits from the bottom of the cabinet. Thus, “...sound output from
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the duct outlet 12 can be constantly absorbed by and reflected from the base
surface 6...without being affected by the flooring material,” all of which
makes no sense but adds one more patent to Sharp’s portfolio.—GLA
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7,283,642

43.38.Ja MOVING-COIL ELECTRODYNAMIC
MOTOR FOR A LOUDSPEAKER, LOUDSPEAKER,
AND POLE PIECE

Gilles Milot and Francois Malbos, assignors to Harman
International Industries, Incorporated
16 October 2007 (Class 381/400); filed in France 13 February 2002

Here is my best guess as to what has been patented after reading all 24
patent claims twice: the magnetic gap of a loudspeaker includes at least one
groove 305, 306 in either the top plate, the pole piece, or both, and the
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‘/‘\., 320
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| 306 805

\ 300
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groove(s) may or may not be fitted with a conducting ring. That is also as
much information as I was able to glean from five pages of descriptive
text—GLA

7,261,182

43.38.Lc WIDE BAND SOUND DIFFUSER WITH
SELF REGULATED LOW FREQUENCY
ABSORPTION AND METHODS OF MOUNTING

Liviu Nikolae Zainea, Athens, Greece
28 August 2007 (Class 181/293); filed in Greece 21 May 2002

An improved acoustic diffuser is described that diffuses mid to high
audible frequencies and absorbs frequencies lower than 250 Hz.—GFE

7,276,964

43.38.L.c PWM POWER AMPLIFIER AND METHOD
FOR CONTROLLING THE SAME

Chitoshi Ishikawa, assignor to Sony Corporation
2 October 2007 (Class 330/10); filed in Japan 17 November 2004

Class D (switching) audio amplifiers have received considerable atten-
tion in recent years, both for high-power and low-power applications. Their
high efficiency allows high-power amplifiers to be relatively lightweight and
small. It also allows cellular phones and CD players to operate with very
low current drain. However, conventional analog negative feedback cannot
be used, and prior art includes a number of techniques for monitoring and
reducing distortion. This patent describes a balanced PWM design in which
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an analog signal is converted to pulse width modulation in conversion unit
2. Processor 3 then derives separate positive and negative pulses, which are
amplified by power unit 5. Loudspeaker 8 is driven through lowpass filters
7A and 7B. Opamp 14 derives a difference value from the push-pull output
signal and opamp 13 derives a difference value from the PWM signals at the
input to the power unit. (Although not shown, the signals to 13 are also
lowpass filtered to provide a compatible reference). Any difference between
the two values is sensed by opamp 15 and used to compensate the power
source accordingly—GLA

7,279,967

43.38.Lc MULTI-CHANNEL, MULTI-POWER CLASS
D AMPLIFIER WITH REGULATED POWER SUPPLY

Patrick H. Quilter, assignor to QSC Audio Products, Incorporated
9 October 2007 (Class 330/10); filed 12 January 2006

This patent goes into extensive detail about an improved Class D audio
amplifier design. Separate high-frequency and low-frequency sections allow
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switching frequencies and output configurations to be optimized for indi-
vidual frequency bands. The amplifier includes suppression of on-off tran-
sients, overload protection, and minimal switching losses. Six pages of text
are devoted to the power supply design, which is described as an envelope-
rectified, active-clamp (“ERAC”) scheme. According to the patent, the ad-
vantages of this amplifier and power supply include, “...increased acoustic
output, reduced distortion, wider frequency range, smaller and lighter
speaker housings, and lower cost.”—GLA

7,212,469

43.38.Md MIXING RECORDER, CONTROL METHOD
THEREFOR, AND COMPUTER-READABLE
MEDIUM INCLUDING PROGRAM FOR
IMPLEMENTING THE CONTROL METHOD

Seiji Hirade et al., assignors to Yamaha Corporation
1 May 2007 (Class 369/4); filed in Japan 5 November 2002

There is nothing amazing about this straightforward description of a
Yamaha overdubbing mixer (the “sound sketcher”). As shown, the mixer
includes equalization 27, dynamic processing 28, and delay effects (like
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reverb) 29. Note how the input has an analysis block 45 and a click track
generator (metronome) on the output. For further details about the user
interface and software internals, see U.S. patent 7,119,267.—MK
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7,206,414

43.38.Md METHOD AND DEVICE FOR SELECTING
A SOUND ALGORITHM

Donald Schulz, assignor to Grundig Multimedia B.V.
17 April 2007 (Class 381/56); filed in Germany 29 September 2001

Although missing many details, this patent tries to choose different
sound processing algorithms depending on the specific signal parameters,
particularly the dynamics, spectra, spectral flatness, and spectral peaks. The
specific use of this disclosure is for discrimination of music and film chan-
nels in a television viewer.—MK

7,214,868

43.38.Md ACOUSTIC SIGNAL PROCESSING
APPARATUS AND METHOD, SIGNAL RECORDING
APPARATUS AND METHOD AND PROGRAM

Mototsugu Abe et al., assignors to Sony Corporation
8 May 2007 (Class 84/600); filed in Japan 12 December 2002

At issue is the automatic detection of interesting events in an audio
track where “interesting” includes events like baseball hits and the like,
which generate significant audience noise. The invention proposes using
weighted power spectra and time duration calculations (although other pos-
sible parameters are mentioned in passing). Further use of discrimination
and classification methods (such as the horribly mistranslated “Baizes™ in-
stead of Bayesian!) are proposed for event detection. There is nothing here
that has not already been described in the information retrieval
literature. —MK

7,264,350

43.38.Md MULTIDIRECTIONAL ADJUSTMENT
DEVICES FOR SPEAKER MOUNTS FOR EYEGLASS
WITH MP3 PLAYER

James Jannard et al., assignors to Oakley, Incorporated
4 September 2007 (Class 351/158); filed 12 October 2004

A means of mounting miniature loudspeakers 14A, 16A to an eyeglass
frame 12A is described along with a means of using wireless devices to

704

724

connect to the eyeglass assembly via built-in electronic packages
64, 66.—NAS
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7,267,070

43.38.Pf DEVICE FOR CONTROLLING STEERING
OF A TOWED UNDERWATER OBJECT

Yann Le Page and Frederic Schom, assignors to Cybernetix
11 September 2007 (Class 114/245); filed in France 18 May 2004

A steering fin designed for ocean towed acoustic arrays that allows
inclination control is described.—GFE

7,243,547
43.38.Rh MEMS SAW SENSOR

Cornel P. Cobianu et al., assignors to Honeywell International
Incorporated
17 July 2007 (Class 73/579); filed 13 October 2004

An interrogated MEMS temperature and pressure sensor for harsh en-
vironments is claimed where ultrasound surface acoustic wave (SAW)
propagation on axis 26 senses pressure and temperature on axis a. Pressure
is sensed on diaphragm 50 formed by etching away the back side of sub-
strate 12, leaving rigid support at circle 58. A pressure force on the back side
of sensor 10 will create tension on surface 62 and compression on surface

ring 54. SAW 34, reflected by bars 68-72 located on ring 54 will shift in
phase according to said pressure or force. Temperature is sensed by reflector
40 diverting SAW energy at an angle in a direction that produces a phase
change with temperature. Bars 42—46 reflect wave 48 back to IDT 22-24.
An antenna (not shown) can receive energy from a remote interrogator for
wireless send-read operation.—AJC

7,243,549
43.38.Rh ACOUSTIC WAVE LUBRICITY SENSOR

James ZT Liu et al, assignors to Honeywell International
Incorporated
17 July 2007 (Class 73/592); filed 19 May 2005

A SAW fuel lubricity sensor is claimed where diesel fuel passes be-
tween plate 204 vibrating in a bending mode and plate 202 vibrating in a
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face shear mode. The change of amplitude and phase of either mode is
claimed to be a measure of “lubricity” required for long life of diesel engine
fuel metering components.—AJC

7,245,193

43.38.Rh SURFACE ACOUSTIC WAVE ELEMENT
AND ELECTRONIC EQUIPMENT PROVIDED
WITH THE ELEMENT

Tsukasa Funasaka, assignor to Seiko Epson Corporation
17 July 2007 (Class 333/193); filed in Japan 29 August 2003

It is claimed that the impedance characteristic and the insertion loss of
surface acoustic wave (SAW) resonator 9 is improved when the ratio of the
reflector conducting finger 10-101, 11-111 spacing (“pitch”) Pr to the
transmit-receive finger 6-61, 7-71 pitch Pt is in the range Pr/Pt=0.7 to
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0.9995. It is further claimed that the preferred thickness of the piezoelectric
layer be equal to or less than twice the SAW wavelength. It is also claimed
that an intermediate layer will provide better capability to adjust impedance
and to operate at higher frequencies.—AJC

7,247,969

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE AND
ENVIRONMENTAL DIFFERENCE DETECTING
APPARATUS USING THE SURFACE ACOUSTIC
WAVE DEVICE

Noritaka Nakaso and Kazushi Yamanaka, assignors to Toppan
Printing Company, Limited

24 July 2007 (Class 310/313 R); filed in Japan 19 September 2003

A spherical environmental difference detector 130 is claimed where

several surface waves propagate on separate circumferential paths
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112a-112b-112¢ on sphere 112. The presence of a different environment,
e.g., raindrops, will attenuate and otherwise alter SAW amplitude and
phase.—AJC

7,277,734

43.38.Si DEVICE, SYSTEM, AND METHOD FOR
AUGMENTING CELLULAR TELEPHONE AUDIO
SIGNALS

Mark Kirkpatrick, assignor to AT&T BLS Intellectual Property,
Incorporated
2 October 2007 (Class 455/567); filed 28 September 2001

This patent describes a cellular phone add-on, “...device, system, and
method that enables a user to easily choose any type of audio sounds to be
used by a cellular telephone and allow such audio sounds to be designated as
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the incoming telephone call audio alert signal.” It is reassuring to learn that
genuine audio sounds are generated, rather than the bogus nonaudio sounds
produced by ordinary cell phones.—GLA

7,283,635
43.38.Si HEADSET WITH MEMORY

Arthur G. Anderson and Robert M. Khamashta, assignors to
Plantronics, Incorporated
16 October 2007 (Class 381/74); filed 9 December 1999

Information about measured performance, preferred equalization
curves, and the like are stored in a memory chip located in an otherwise
conventional headset. A host adapter communicates with the chip and makes
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corresponding electronic adjustments as required. This dual-location scheme
allows a single host adapter to control any headset that may be plugged in.
It also allows operating parameters to be identified and changed at any
time.—GLA

7,281,522

43.38.Yn ACCELERATION SENSOR STATUS
DETECTING APPARATUS

Kenichi Sato et al., assignors to Aisin Seiko Kabushiki Kaisha
16 October 2007 (Class 123/492); filed 28 February 2007

This patent deals with active vibration control. Solenoid 2 is a part of
engine mount 9. Its drive circuitry uses a signal from sensor 7 to produce
antiphase forces of appropriate frequency and amplitude. But suppose that
the wiring between the control unit and the sensor is intermittent, or that the
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sensor itself suddenly conks out? A relatively simple scheme is described
that maintains a running comparison between the slope of the current signal
and that of an earlier sample. If the deviation exceeds acceptable limits, an
error state is declared. The patent does not concern itself with other possible
problems in the solenoid, the solenoid drive circuit, the communication bus,
etc.—GLA
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7,280,007

43.40.Dx THIN FILM BULK ACOUSTIC RESONATOR
WITH A MASS LOADED PERIMETER

Hongjun Feng et al., assignors to Avago Technologies General IP
(Singapore) Pte. Limited

9 October 2007 (Class 333/187); filed 15 November 2004

This patent discloses the construction and design details of a film bulk

acoustic resonator (FBAR) that uses a raised-perimeter electrode ring to
enhance the energy trapping and increase resonator Q. It is claimed that this
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is accomplished by reducing the leakage of lateral (Lamb wave) modes in
the body of the FBAR. Several before and after examples are given of the
efficacy of this design, and the description is clear and easy to read.—JAH

7,246,516

43.40.Le DEVICE FOR COUPLING
THERMOGRAVIMETRIC ANALYSES AND
ACOUSTIC EMISSION MEASUREMENTS

Francois Ropital and Philippe Dascotte, assignors to Institut
Francais du Petrole
24 July 2007 (Class 73/86); filed in France 20 August 2004

An acoustic emission sensor 5-2-9 application accompanying thermo-
gravimetric analysis (TGA) of suspended specimen 6 is claimed. An
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ultrasound receiving transducer 5 is incorporated in suspension 4 of speci-
men 6 out of environment 8, which can include high temperatures and acid
atmospheres.—AJC

7,245,048
43.40.Rj TACTILE PANEL

Noboru Fujii et al., assignors to Fujitsu Component Limited
17 July 2007 (Class 310/12); filed in Japan 29 July 2004

A tactile (haptic) panel capable of creating or countering vibration
forces on contacting objects or fluids is claimed where panel 1 is attached to

2a

4a,4b

V,
o

3

coils 5a and 5b adjacent to permanent magnets 4a and 4b, supported by
fixed yoke 3. Resilient pads 2a and 2b support the coil and pad with mini-
mal resistance to motion or large displacement of panel 1.—AJC

7,261,274

43.40.Tm VIBRATION ISOLATION SYSTEM FOR
DAGGER MOUNTED EQUIPMENT

Richard D. Vatsaas et al.,, assignors to Lockheed Martin
Corporation
28 August 2007 (Class 248/635); filed 6 May 2003

A “dagger pin” arrangement permits one to mount a device blindly in
a pocket type compartment where there is little clearance around the device.
A dagger pin is a short rod with a rounded or conical end that is fixed to a
surface in the pocket and mates with a hole in a “dagger plate” attached to
the device. A dagger pin restrains motion of the device in directions perpen-
dicular to the pin’s axis; a dagger-pin-mounted device is provided with
additional constraints to restrict its motion in the direction parallel to the
pins’ axes. The present patent describes dagger plates and additional
constraining fasteners that include resilient elements for vibration
isolation.—EEU
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7,264,303

43.40.Tm BODY PANEL WITH VIBRATION
DAMPING MATERIAL, VIBRATION DAMPING
MATERIAL COATER, AND DAMPING MATERIAL
APPLICATION METHOD

Hideki Fukudome et al., assignors to Mitsubishi Jidosha Kogyo
Kabushiki Kaisha
4 September 2007 (Class 296/191); filed in Japan 2 October 2001

This patent describes a production means for adding a constrained-
layer viscoelastic damping treatment to an automotive body panel or the
like. The viscoelastic material is sprayed onto the panel by a first fan-shaped
nozzle and the constraining layer is sprayed atop the viscoelastic layer by a
nearby second fan-shaped nozzle as the panel is moved along the production
line.—EEU

7,267,196

43.40.Tm METHOD AND APPARATUS FOR
REDUCING ACOUSTIC NOISE

Gopal P. Mathur, assignor to The Boeing Company
11 September 2007 (Class 181/208); filed 12 February 2004

This patent describes dampers in which thin films of air contained
between a basic plate element and secondary closely spaced parallel plate
elements are squeezed as the basic plate element vibrates. The secondary
plates are resiliently attached to the primary one over only a fraction of their
perimeters, so that the air in the narrow gap between the plates can be
“pumped” in directions parallel to the plates.—EEU

7,273,380

43.40.Tm FLEXIBLE RING INTERCONNECTION
SYSTEM

Atsuhito Noda et al., assignors to Molex Incorporated
25 September 2007 (Class 439/66); filed 25 January 2007

Multiple small rings of a conducting material are used to provide flex-
ible connections between a substrate and a microelectronic device package.
The rings are soldered to the substrate and the device package, but their
sides are kept free of solder, so that some of their flexibility is maintained in
the installed condition. They can accommodate elevation differences while
providing vibration isolation—EEU

7,278,437

43.40.Tm METHOD FOR CLOSING FLUID
PASSAGE, AND WATER HAMMERLESS VALVE
DEVICE AND WATER HAMMERLESS

CLOSING DEVICE USED IN THE METHOD

Tadahiro Ohmi et al., assignors to Fujikin Incorporated
9 October 2007 (Class 137/2); filed in Japan 19 December 2002

‘Water hammer—a sharp increase in pressure—occurs when a passage
through which a fluid flows is closed abruptly. Instead of earlier means for
reducing water hammer (such as closing the passage slowly, releasing the
pressure via a bypass passage, or absorbing the pressure in an accumulator)
the system described in this patent achieves rapid closure of a valve by
moving the valve body in two steps. In the first step the valve body moves
rapidly to a predetermined position short of full closure and in the second
step it moves to full closure.—EEU
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7,278,623

43.40.Tm VIBRATION CONTROL UNIT AND
VIBRATION CONTROL BODY

Masashi Yasuda et al., assignors to Tokkyokiki Corporation
9 October 2007 (Class 248/562); filed in Japan 3 August 2001

Isolation of horizontal vibrations is achieved by means of rolling ele-
ments 1 placed between a bottom plate 7 and a top plate 6. A rolling element
1 has an upper convex surface 2 with radius of curvature R2 and a lower
convex surface 3 with radius of curvature R1, with the overall height of the
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element smaller than R1+R2. The general concept may also embodied us-
ing a spherical element 96 rolling on a rocking element 91 that is concave at
its top and convex at its bottom with different curvatures on its two
surfaces.—EEU

7,281,287
43.40.Tm PROP-TYPE DAMPING DEVICE

Yoji Shimazaki et al., assignors to Tokai University Educational
System
16 October 2007 (Class 14/14); filed in Japan 9 September 2003

This device for damping the vibrations of a bridge girder 5 uses a prop
2 that is pin-connected to a column or pier of the bridge at its lower end and
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carries a damping arrangement at its upper end. The damping arrangement is
clamped to the girder with the aid of bolts 3a, 3b, and 3c and has a series of
copper plates 3e attached to the clamped end. A rubber pad 3d permits the
prop to slide along the length of the girder, enabling the permanent magnets
3f that are attached to the prop to interact with the copper plates 3e with
which they are interlaced. Rubber pads between the bridge girder and the
piers that support it permit some vertical motion of the girder.—EEU

7,269,995

43.40.Vvn METHOD AND APPARATUS OF
VIBRATION ISOLATION, IN PARTICULAR FOR
ELECTRON BEAM METROLOGY TOOLS

Peter Heiland, assignor to Integrated Dynamics Engineering Gmb
18 September 2007 (Class 73/105); filed in Germany 25 September
2003

This broadly written patent relates to measurement tools in which the
distance between the measuring element and the item to be measured needs
to be maintained precisely in the presence of vibrations. The system de-
scribed here involves sensing of the relative or absolute motions of the
measuring element and the measured item and using an active control sys-
tem to maintain the desired distance.—EEU

7,278,391

43.40.Vn CYLINDER DEACTIVATION TORQUE
LIMIT FOR NOISE, VIBRATION, AND HARSHNESS

Kevin C. Wong et al., assignors to GM Global Technology
Operations, Incorporated
9 October 2007 (Class 123/198 F); filed 11 September 2006

This patent addresses a system for controlling an engine to transition
between a mode where all cylinders are active and a deactivated mode
where some of the cylinders are not active, which may be used for the sake
of fuel economy when low engine torque suffices. Transition between the
two modes is determined on the basis of a noise-vibration-harshness (NVH)
limit, the engine speed, the vehicle speed, and the desired torque.—EEU
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7,213,943
43.40.Yq TAP SENSING LAMP SWITCH

Peng Kuo Chung and Chen Yang Chun, assignors to Fun Plus
Corporation
8 May 2007 (Class 362/276); filed 31 August 2005

Rather than search for the light switch, the inventors want to use
acoustic signals to turn on the lamp. As shown, the “sound collection ele-
ment” 14 is connected to the microphone 23, which is fed to the circuit
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board 21 that will control the light. No mention is made of how to distin-
guish between heavy footsteps and light touch.—MK

7,262,834

43.40.Yq SENSOR FOR MEASURING VELOCITY OF
VIBRATION USING LIGHT WAVEGUIDE

Kazuro Kageyama et al., assignors to Toudai Tlo, Incorporated
28 August 2007 (Class 356/28); filed in Japan 27 June 2001

This vibration sensor is based on the inventors’ observation that the
frequency of light that passes through a curved section of an optical fiber
that is subjected to vibration is shifted in frequency. Light from a laser is
input to an optical fiber with a curved portion via a coupler. A half mirror
sends some of the light to an acoustic optical modulator, to which the light
coming out of the fiber is also sent. This modulator then determines the
frequency changes, whose magnitudes depend on the vibrational velocity of
the curved section of the fiber—EEU

7,263,028

43.50.Gf COMPOSITE ACOUSTIC ATTENUATION
MATERIALS

Gerald B. Thomas et al., assignors to United States of America as
represented by the Secretary of the Navy
28 August 2007 (Class 367/1); filed 1 October 2004

An acoustic attenuation material, according to this patent, is made of
two layers. One of these consists of a matrix in which there are embedded a
plurality of small particles of high and/or low acoustic impedance compared
to that of the matrix material. The second layer consists of a fibrous mat in
minimal contact with the first layer. The patent claims that absorption and
transmission characteristics can be adjusted by appropriate selection of the
materials. Performance data of certain implementations are presented in the
patent, but it is not clear whether these data refer to absorption or
transmission.—EEU

7,217,879

43.55.Br REVERBERATION SOUND GENERATING
APPARATUS

Tsugio Ito, assignor to Yamaha Corporation
15 May 2007 (Class 84/630); filed in Japan 26 March 2003

Given two room impulse responses, how can a new impulse response
be generated that is midway between the two? The inventor proposes win-
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dowing and then using the Fourier transform for each impulse response (all
the preprocessing is done offline). A linear combination is made and then the
inverse Fourier transform is applied, (n.b. Of course, using partioned fre-
quency domain convolution would eliminate the inverse transform
step).—MK

7,261,242

43.55.Wk SOUND INSULATION FOR ELECTRIC
RELAY

Francois Houde, assignor to Honeywell International Incorporated
28 August 2007 (Class 236/1 C); filed 2 February 2004

A device for dampening the audible click of an electrical relay switch
is put forth.—GFE

7,276,892

43.58.Kr RESONATOR BASED SPECTRUM
ANALYZER AND METHOD

William Richard Trutna, Jr. and Steven Rosenau, assignors to
Avago Technologies Wireless IP (Singapore) Pte. Limited
2 October 2007 (Class 324/76.19); filed 29 April 2005

This patent discloses the concept of a MEMS spectrum analyzer based
upon parallel-connected film bulk acoustic wave resonators (FBARs). The
concept is not new; the only possible novelty here is in the way that the
resonators are driven, which is illustrated in the figure but not described well
in the text. There is no mention of the interstitial layer thickness, of whether
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one wants tight or loose coupling between FBARs 12, 14, 16 and FBAR 20,
and no measurements of performance are given. It would seem from the lack
of detail given that the authors have never actually built one of these de-
vices, and clearly a lot more work remains to be done to make this a prac-
tical, useful device.—JAH

7,266,043

43.60.Fg METHOD FOR DIRECTIONAL LOCATION
AND LOCATING SYSTEM

Hans-Ueli Roeck, assignor to Phonak AG
4 September 2007 (Class 367/124); filed 29 November 2004

A very scientific sounding patent is put forth that determines the di-
rection of sound source by determining which (nonomnidirectional) sensor it
was loudest on, just like your ears.—GFE
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7,272,477

43.60.Gk VEHICLE PARKING ASSISTING SYSTEM
AND METHOD

Tetsuya OKi et al., assignors to Denso Corporation
18 September 2007 (Class 701/36); filed in Japan 4 November 2005

Sonar data from a vehicle bumper array are displayed from a bird’s eye
view so that drivers will know where nearby objects are located.—GFE

7,266,045

43.60.Jn GUNSHOT DETECTION SENSOR WITH
DISPLAY

Kevin C. Baxter and Ken Fisher, assignors to ShotSpotter,
Incorporated
4 September 2007 (Class 367/128); filed 24 January 2005

Man portable sensors are to collect acoustic data and global position in
a net centric gunshot detection scheme.—GFE

7,277,553

43.66.Ts TRANSMISSION COIL SYSTEM AND
REMOTE CONTROL FOR A HEARING AID

Jiirgen Reithinger, assignor to Siemens Audiologische Technik
GmbH
2 October 2007 (Class 381/315); filed in Germany 22 May 2003

Two loosely coupled coils with an unequal number of windings that
are wound alongside each other on a coil core produce a stronger magnetic
field for wireless control of hearing aids than if they were closely coupled.
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The second transmission coil is used as a part of a resonant circuit and is
excited from the first coil with a phase shift. The coils may be used in either
transmit or receive mode.—DAP

7,277,554

43.66.Ts DYNAMIC RANGE COMPRESSION USING
DIGITAL FREQUENCY WARPING

James M. Kates, assignor to GN ReSound North America
Corporation
2 October 2007 (Class 381/316); filed 13 November 2001

To more closely match human auditory latencies while achieving ad-
equate frequency analysis resolution, a compression filter bank for a hearing
aid uses cascaded all-pass sections to provide constant group delay, inde-
pendent of instantaneous compression gain. After the delayed samples are
windowed, a FFT or DFT is performed and first and second warped power
spectra are calculated, summed, and normalized to compute frequency
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domain level estimates. Thereafter, an inverse transform back into a warped
time domain produces compression gain filter coefficients that are con-
volved with the outputs of the all-pass delay line to produce a digital output
signal.—DAP

7,283,876

43.66.Ts ELECTRICAL STIMULATION OF THE
ACOUSTIC NERVE BASED ON SELECTED
GROUPS

Clemens M. Zierhofer, assignor to MED-EL Elektromedizinische
Geraete GmbH
16 October 2007 (Class 607/57); filed 8 March 2005

At least one channel in each of at least two groups of channels is
selected for stimulation in a multichannel electrode cochlear implant. At
least one of the groups contains a number of channels, each of which is
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associated with a different implanted electrode. This procedure is repeated
so that the selected channels and their corresponding activated electrodes
vary in at least one group. The activation of electrodes associated with each
channel may be sequential or simultaneous.—DAP

7,277,687

43.66.Ts LOW POWER AMPLITUDE MODULATION
DETECTOR

John David Terry, assignor to Starkey Laboratories, Incorporated
2 October 2007 (Class 455/293); filed 3 December 2003

Methodology is described for implementing a low power, small size
amplitude modulation detector on an integrated circuit. Both p-channel and
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n-channel metal oxide semiconductor transistors are utilized in a feedback
configuration to receive the radio frequency input.—DAP

7,283,638

43.66.Ts HEARING AID WITH ERROR PROTECTED
DATA STORAGE

Casper Kruger Troelsen and Rene Mortensen, assignors to GN
ReSound A/S

16 October 2007 (Class 381/312); filed in Denmark 14 November
2000

Hearing aid wearers may open their battery compartments during a
data logging operation, which constitutes a power failure that may cause
corrupted signal processing parameter values and other data such as volume
control setting to be stored into the nonvolatile memory of the hearing aid.
To prevent the storage of corrupted data, a first set of the original data is
written and a second set of updated data is written at a later time into
different areas of storage. Thereafter, either the first or second dataset is
marked as the valid data, which is automatically loaded at power on during
reboot.—DAP

7,283,639

43.66.Ts HEARING INSTRUMENT WITH DATA
TRANSMISSION INTERFERENCE BLOCKING

Robert Kariniemi, assignor to Starkey Laboratories, Incorporated
16 October 2007 (Class 381/312); filed 10 March 2004

Hearing aid wearers are prevented from listening to interfering signals
generated by external devices such as digital cellular phones. If an interfer-
ing signal produced by a wireless transmission is detected at the input, a
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substitute wave form is sent to the hearing aid output. The substitute wave
form may be generated from signals present at the input immediately prior
to the interfering signal.—DAP

7,283,842
43.66.Ts FITTING-SETUP FOR HEARING DEVICE

Christian Berg, assignor to Phonak AG
16 October 2007 (Class 455/557); filed 7 November 2005

To facilitate remote adjustments and remote control of hearing aids, a
cell phone is used to download fitting programs, updated software and com-
mands to hearing aids in a monaural or a binaural fitting via a wireless
communication link, and convey data about the hearing aids to a database

server. The type of communication link may be acoustic, infrared, or high
frequency via a converter relay, and the database access may be via the
Internet. The converter, which may be integrated into the cell phone or be a
separate external device, communicates with the hearing aid via wireless or
wired means.—DAP
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7,272,551

43.72.Ar COMPUTATIONAL EFFECTIVENESS
ENHANCEMENT OF FREQUENCY DOMAIN PITCH
ESTIMATORS

Alexander Sorin, assignor to International Business Machines
Corporation
18 September 2007 (Class 704/205); filed 24 February 2003

This speech pitch analyzer would evaluate pitch candidates based on a
comparison of weighted amplitudes of the spectral lines of a Fourier trans-
form (FFT) of each speech data frame. The FFT resolution is first improved
by using a Dirichlet interpolation. In order to improve the tradeoff between
definition and resolution for pitch frequencies below 90 Hz, two adjacent
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FFTs are then combined with a phase shift, producing a longer window. The
spectral lines are then weighted by a pattern of trapezoidal weightings spe-
cific to each pitch candidate frequency. A sequence of tests is performed
next to select one of the pitch candidates for the frame. The patent presents
full mathematical details for performing these steps.—DLR

0.4

7,266,493

43.72.Gy PITCH DETERMINATION BASED ON
WEIGHTING OF PITCH LAG CANDIDATES

Huan-Yu Su and Yang Gao, assignors to Mindspeed Technologies,
Incorporated
4 September 2007 (Class 704/207); filed 13 October 2005

This patent presents a method for selecting a pitch lag value for en-
coding frames of speech following the code-excited linear prediction tech-
nique. As each preceding frame is encoded, for those frames determined to
be voiced an adaptive weighting system is updated to provide a pitch esti-
mate for the next frame. A pitch value is then determined by a combination
of the current long-term linear prediction result and the adaptive weighting,
taking into consideration a preference for the lower frequency value when
multiple candidates are available having a common frequency multiplier,
i.e., when one or more harmonics are present, the fundamental would be
selected. There does not seem to be any clear statement of how this encod-
ing system would be related to any of the many existing speech encoding
standards.—DLR

7,275,036

43.72.Gy APPARATUS AND METHOD FOR CODING
A TIME-DISCRETE AUDIO SIGNAL TO OBTAIN
CODED AUDIO DATA AND FOR DECODING CODED
AUDIO DATA

Ralf Geiger et al.,, assignors to Fraunhofer-Gesellschaft zur
Foerderung der angewandten Forschung e.V.

25 September 2007 (Class 704/500); filed in Germany 18 April
2002

The goal is less expensive hardware for a lossless audio signal decoder
that does not require a frequency/time conversion to calculate the error
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between the original signal and the coded/decoded signal. A quantizer pro-
vides spectral values of the audio signal using a psychoacoustic model and
the resultant is inverse quantized and rounded. Integer spectral values are
generated and compared with a combiner to the rounded spectral values to
obtain difference spectral values. Coded audio data are generated, including
information on the quantized values and difference values. Decoding pro-
vides similar steps in reverse to generate a temporal representation of the
audio signal —DAP

7,277,490

43.72.Gy APPARATUS FOR CONVERTING PCM
SIGNAL

Chang-Rae Jeong, assignor to Samsung Electronics Company,
Limited

2 October 2007 (Class 375/242); filed in Republic of Korea 11 July
1998

An interfacing protocol in a communication system converts effi-
ciently between one or two selected channels out of a multichannel set of,
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for example, A-law encoded signals, which are widely used in Europe, and
m-law encoded signals, which are widely used in the United States and
Japan—DAP

7,283,965

43.72.Gy DELIVERY AND TRANSMISSION OF
DOLBY DIGITAL AC-3 OVER TELEVISION
BROADCAST

James A. Michener, assignor to The DirecTV Group, Incorporated
16 October 2007 (Class 704/500); filed 30 June 1999

Described is methodology to broadcast television programs via satel-
lite with the same audio quality that would be heard in theaters with a DVD.
Program content in AC-3 format is transmitted as AES-3 signal bit streams.
A predetermined time or word count at which each packet in the AES-3 bit
stream is to arrive and whether a link disruption has occurred during packet
transmission are used as criteria to enable packet data being sent
to the output and a response indicating packet has been received
successfully.—DAP
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7,274,967

43.72.Ja SUPPORT OF A WAVETABLE BASED
SOUND SYNTHESIS IN A MULTIPROCESSOR
ENVIRONMENT

Marius Tico et al., assignors to Nokia Corporation
25 September 2007 (Class 700/94); filed 10 October 2003

A first processor selects samples of stored wavetable data and makes
them available to a second processor that generates audio frames. Selection
criteria are based on a model of a pitch-shift evolution during a single frame
and on the number of samples that have been used so far by a second
processor to generate previous audio frames.—DAP

7,275,035

43.72.Ja SYSTEM AND METHOD FOR SPEECH
GENERATION FROM BRAIN ACTIVITY

Philip R. Kennedy, assignor to Neural Signals, Incorporated
25 September 2007 (Class 704/271); filed 8 December 2004

This patent is a logical development upon the increasing levels of
success in measuring and recording brain activity. Many ways have been
devised for patients with various types of muscular maladies to operate a
speech synthesizer. Now, at last, the synthesizer would be controlled based
on a computer analysis of electrical activity recorded directly from the brain.
One proposed technique for detecting, the relevant brain patterns would be a

neurotrophic electrode, as shown in the figure. In this case, neurons are
persuaded by various chemical means to grow dendrites up into the glass
tube of the electrode. Other means are discussed in the patent. In any case,
a machine learning system is trained to associate specific neural patterns
with the patient’s desire to speak a particular sound. The synthesizer then
produces that sound.—DLR

7,217,880

43.75.Mn PREVIOUS EVENT FEEDBACK SYSTEM
FOR ELECTRONIC PLAYER PIANO SYSTEMS

Mark Van Sant, assignor to Burgett, Incorporated
15 May 2007 (Class 84/645); filed 20 March 2006

A slightly different take on mechanical replay for pianos. The inventor
wants to use a correction table for hammer velocity so that the playback will
match historical player pianos and the like. As shown, there is a solenoid

1234 J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

50\

Strin 18
;,/ 4 N 7,),
~ 16 14
=--{ Key
y ﬁ
24
+V

W %

22
D
+
28
/ 36 34
Store

20 with coil 22 and plunger 24. The plunger strikes the hammer ‘M’ 16.
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time (NRT) factors by the controller C.—MK

7,207,935

43.75.St METHOD FOR PLAYING MUSIC IN REAL-
TIME SYNCHRONY WITH THE HEARTBEAT
AND A DEVICE FOR THE USE THEREOF

Mordechai Lipo, 96431 Jerusalem, Israel
24 April 2007 (Class 600/28); filed in Israel 21 November 1999

Here is a concept patent: the inventor claims that having music in
synchrony with heartbeats is “enjoyable and relaxing.” So, he proposes mea-
suring the heart rate and somehow changing the music. Details like beat
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detection algorithms and how to use that information to change the music
are notably missing.—MK
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7,209,153

43.75.St SYSTEM AND METHOD OF
REPRESENTING PERSONAL PROFILE IN
AUDITORY FORM

Barbara Lehman, Scottsdale, Arizona

24 April 2007 (Class 345/956); filed 2 March 2005

It’s true! You can represent your own personality profile in music and
images! Just answer this simple personality test (it will only take a minute)
and your new personality profile will be generated. Naturally, details about
tune generation are conspicuously missing. But lower pitches will be gen-
erated for masculine attributes. It is all true!—MK

7,204,655
43.75.Tv SOUND PRODUCING CRAYON

Henry Tsang, Richmond Hill, Ontario and Loretana Verrelli,
Montreal, Quebec, both of Canada
17 April 2007 (Class 401/195); filed 21 February 2006

This is easy enough: add a ubiquitous sound chip to the top of a

D

crayon. But will different colors have different sounds? Synaesthesiasts
would have a field day—MK
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7,207,135

43.75.Tv AUDIO FISHING LURE SYSTEM FOR
ATTRACTING SPECIES SPECIFIC FISH

Jimmie D. Williams, Jr., Greenville, North Carolina
24 April 2007 (Class 43/42.31); filed 27 February 2006

If hunters can use various devices to entrap deer, elk, and moose, then
why can’t the fishing crowd do the same thing? Well, now they can. It is
easy enough again: Store the appropriate wave form and then play it back
through a waterproof transducer. You can even use a metallic (insulated) line
to supply current—MK

7,205,470

43.75.Wx PLAY DATA EDITING DEVICE AND
METHOD OF EDITING PLAY DATA

Kaoru Tsukamoto et al., assignors to Oki Electric Industry
Company, Limited

17 April 2007 (Class 84/609); filed in Japan 24 May 2004

Given the limited frequency range (and fidelity) of small cellular tele-
phone loudspeakers, how is a General MIDI stream converted to a suitable
output? After dividing the stream into chord, melody, and bass, the micro-
processor will use “appropriate” mappings to eliminate certain sounds. It is
all very vague.—MK

7,275,439

43.80.Vj PARAMETRIC ULTRASOUND IMAGING
USING ANGULAR COMPOUNDING

James A. Zagzebski et al., assignors to Wisconsin Alumni Research
Foundation
2 October 2007 (Class 73/625); filed 4 February 2004

Parameters such as scatterer size, spacing, density, and attenuation that
characterize the structure of tissue are estimated using ultrasonic signals
acquired at different angles to reduce the variance in the estimates.—RCW

7,278,968
43.80.Vj ULTRASONOGRAPH

Shin-ichiro Umemura and Ken-ichi Kawabata, assignors to
Hitachi Medical Corporation
9 October 2007 (Class 600/458); filed in Japan 20 September 2001

The decrease in density of a microbubble contrast agent in a given
region is inhibited. This is accomplished by superimposing higher harmon-
ics on a fundamental wave and adjusting the phase of both. The phase of the
higher harmonics and the fundamental wave can also be adjusted differently
to decrease the density of the microbubble contrast agent.—RCW

7,278,969
43.80.Vj ULTRASONIC OBSERVATION SYSTEM

Masaaki Ueda, assignor to Olympus Corporation
9 October 2007 (Class 600/463); filed in Japan 25 March 2002

This system has a long ultrasonic probe with transducer elements at
the distal end. The probe can be arbitrarily rotated around its axis. A
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mechanism to grasp and hold the probe in position is included. —RCW
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7,280,694

43.80.Vj APPARATUS AND METHOD FOR
IDENTIFYING AN ORGAN FROM AN INPUT
ULTRASOUND IMAGE SIGNAL

Nam Chul Kim et al., assignors to Medison Company, Limited
9 October 2007 (Class 382/181); filed in Republic of Korea 23 July
2002

An organ in a human body is identified by calculating feature vectors
from an ultrasonic image and then using the feature vectors to classify the
organ from a database of average feature vectors and corresponding standard
deviations for various organs.—RCW

7,273,455

43.80.Vj CORRECTIONS FOR WAVEFRONT
ABERRATIONS IN ULTRASOUND IMAGING

Bjorn A. J. Angelsen, 7051 Trondheim, Norway et al.
25 September 2007 (Class 600/437); filed 19 July 2004

Aberration of wave fronts used in ultrasonic imaging is corrected by
filters that are determined by eigenvectors of a cross-correlation matrix
formed from the signals at the elements of a transducer array.—RCW
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Comparing turbulence models for flow through a rigid glottal

model (L)

Jungsoo Suh? and Steven H. Frankel”
Maurice J. Zucrow Laboratories, School of Mechanical Engineering, Purdue University, West Lafayette,
Indiana 47907-2014

(Received 9 May 2007; revised 28 December 2007; accepted 2 January 2008)

Flow through a rigid model of the human vocal tract featuring a divergent glottis was numerically
modeled using the Reynolds—averaged Navier—Stokes approach. A number of different turbulence
models, available in a widely used commercial computational fluid dynamics code, were tested to
determine their ability to capture various flow features recently observed in laboratory experiments
and large eddy simulation studies. The study reveals that results from unsteady simulations
employing the k—w shear stress transport model were in much better agreement with previous
measurements and predictions with regard to the ability to predict glottal jet skewing due to the
Coanda effect and the intraglottal pressure distribution or related skin friction coefficient, than either
steady or unsteady simulations using the Spalart—-Allmaras model or any other two-equation

turbulence model investigated in this study. © 2008 Acoustical Society of America.

[DOIL: 10.1121/1.2836783]
PACS number(s): 43.70.Aj, 43.70.Bk [BHS]

I. INTRODUCTION

In human phonation, sound is generated as a result of air
flowing through a time-varying orifice formed by flow-
induced vibration of the human vocal folds. The quasisteady
assumption is often invoked to justify substitution of un-
steady flow variations by a sequence of steady flows. Al-
though the quasisteady approximation is widely used to sim-
plify aerodynamics between the vocal folds during
phonation, complex flow physics such as turbulence transi-
tion and asymmetric flow separation due to the Coanda effect
are important. Recently, Suh and Frankel' conducted large
eddy simulation (LES) through a static glottal model, provid-
ing detailed analyses of the flow and sound field. Transition
to turbulence, flow asymmetries, and the far-field sound were
captured, and highlighted the prominent role of the dipole
sound source associated with the unsteady intraglottal flow
forces due to vortex shedding and its role in tonal sound.

Although advanced LES of vocal tract aeroacoustics can
significantly improve fundamental understanding of such
flows, their expense precludes their current use as a clinical
tool. Hence, there is a desire to validate simpler models.
Flow models based on Bernoulli’s equation are limited to
before the onset of flow separation and cannot explain the

“Current address: ITHR-Hydroscience and Engineering, The University of
Towa, Towa City, IA 52242. Electronic mail: suhj@ecn.purdue.edu
YElectronic mail: frankel @ecn.purdue.edu
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pressure difference across the vocal folds, boundary layer
separation, or the formation of a free jet.2 Other theoretical
flow models, such as Pohlhausen or Thwaite’s method, can
predict the pressure and velocity in steady and unsteady
flows reasonably well, but only when unsteady or viscous
effects are not signiﬁcant.3’4 Despite the relatively low
Reynolds number associated with laryngeal air flow
(0(10%)), the free jet formed just downstream of the glottis
can become turbulent. Turbulence can have a dramatic influ-
ence on intraglottal pressure distribution and asymmetric
flow separation due to the Coanda effect, as well as the wall
shear stress. Despite the wide use of commercial computa-
tional fluid dynamics (CFD) codes, such as FLUENT, for two-
dimensional laminar glottal flow,”™"° published work focused
on modeling intraglottal transition and turbulent glottal jet
dynamics using such codes is limited.

In the present study, a number of different commercially
available turbulence models were investigated and their ca-
pabilities to predict various flow features discussed and com-
pared to previously published measurements and simula-
tions.

Il. PROBLEM DESCRIPTION

The geometry and mesh for the vocal tract model and
glottis considered here are shown in Fig. 1. The divergent
glottal shape is typical of the closing phase in human phona-
tion. The included glottal angle was 20°. The glottal region
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FIG. 1. Computational grid of human vocal tract model with included glot-
tal angle of 20° (divergent glottis).

was the slit between the two vocal folds and the minimal
glottal diameter () was set at 0.04 cm. The vocal fold mod-
els employed here are based on the M5 geometries studied
by Scherer et al.’ The length of the planar channels upstream
and downstream of vocal fold models are set to 12.56 and
1756, respectively. The computational domain includes the
glottal far field, where asymmetric velocity fluctuations are
usually generated,1 to facilitate natural generation of the
Coanda effect.

Two structured grids containing a total of 46,960 and
71,966 cells, respectively, were used. In the intraglottal and
centerline region, the grid was refined to capture possible
flow separation and complex jet flow phenomena including
the transition to turbulence. The Reynolds number (Re
=V, 6/ v) based on the minimum glottal diameter (), kine-
matic viscosity (v), and reference velocity Vo= \sAp/p was
1340. The fluid properties were chosen as air (density of
1.225 kg/m? and viscosity of 1.7894X 107 kg/ms). The
boundary conditions involved an imposed constant pressure
difference (15 cm H,0O) between inlet and outlet. The inlet
height and 3% were used for the hydraulic diameter and
turbulence intensity at the inlet, respectively.

The commercial CFD code FLUENT was used to solve
the steady and unsteady incompressible Reynolds—averaged
Navier-Stokes (RANS) equations. The SIMPLE (semi-implicit
method for pressure-linked equations) algorithm was used
for pressure—velocity coupling. The second-order central
scheme and second-order upwind scheme was used for the
spatial discretization of the pressure and the other variables,
respectively. The second-order implicit scheme was used for
time discretization. Double-precision was used for all simu-
lations. For the convergence criteria, 1.0-2.0X10™* was
used. More details on the numerical method can be found in
Versteeg and Malalasekera'' and the FLUENT user’s guide.12

lll. TURBULENCE MODELS

Six different turbulence models, readily available in
FLUENT, were used in the present study. The first three mod-
els are slight variations of the classical k—e model. The stan-
dard k—e model is a semiempirical model based on modeled
transport equations for the turbulent kinetic energy (k) and
its dissipation rate (€). The k transport equation is derived
exactly from the Navier—Stokes equations and then modeled
via gradient transport. The e transport equation is obtained
from a dimensional analogy to the k transport equation. The
standard k— e model is most suitable for high Reynolds num-
ber, fully turbulent flows where the rate of dissipation and
production of turbulent kinetic energy are in equilibrium.]z’13
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However, this model cannot represent the suppression of tur-
bulent mixing near the wall, which is critical for accurate
skin friction predictions. Hence, it has typically been used
with an additional wall treatment.”> The Renormalization
group (RNG) k—e model represents an improvement for
flows with strong curvature, swirl, or pressure gradient over
the standard k—e model, using renormalization group
methods.'? The realizable k—e model was proposed to im-
prove several deficiencies in the standard k— ¢, including the
generation of negative normal stresses. '

The fourth model considered herein is the low-
Reynolds-number k—w model, which is another semiempir-
ical model based on modeled transport equations for k and its
specific dissipation rate (w), which can be thought as e/k. It
is reported to work well in the near-wall region without any
additional wall damping.13 However, this model has a very
strong sensitivity to the free stream value of w for the outer
region of boundary layer and free shear flows."* The low-
Reynolds-number version of this model has demonstrated
good performance for wall bounded low-Reynolds-number
flows and transitional flows.'”

The fifth model is the shear-stress transport (SST) k—w
model (hereafter as the SST model). The SST model was
proposed by Menter'* to overcome two weak points of the
original k—w model. Its tendency to overpredict shear stress
in adverse pressure gradient regions was fixed by imposing a
bound on the shear stress ratio. Hence, the turbulent shear
stress is predicted to be proportional to the k in the wake
region of the boundary layer as previously observed. In ad-
dition, a blending function of the k—® model near the wall
and the k—e model for the rest of the flow was used to
remove strong free stream sensitivity of the original k—w
model."*™

The last model used in the present work is the Spalart—
Allmaras (SA) one-equation model, a popular model for
aerodynamic flow simulations (hereafter as the SA model).
In this model, a phenomenologically based nonlinear trans-
port equation is solved for the eddy viscosity.]5 A system
rotation and streamline curvature corrected version of the SA
model was suggested,16 but is not included in the present
study as it was unavailable in most recent version of the
FLUENT code used in this study.

It should be noted that all turbulence models considered
in the present study employed an eddy viscosity based on the
Boussinesq hypothesis, which assumes isotropic turbulence
and equilibrium between Reynolds stress and mean rate of
strain.® In the presence of an adverse pressure gradient or
separated flow region, this is not strictly true.

For the near-wall treatment in turbulence modeling, the
enhanced wall treatment approach was used in this study.
This method requires the restriction that the near-wall mesh
must be sufficiently fine to resolve the viscous sublayer
(typically y*=1). Although this approach requires significant
computational resources, it is more appropriate for low-
Reynolds-number flows or separated flows. In the present
study, 62 grid points were placed between the two vocal
folds and the first node is located 0.00018 cm from the wall.
All simulation results were checked to resolve the near wall
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FIG. 2. (Color online) Streamwise velocity: (a) realizable k—e model and
(b) k—w SST model.

region after computation. The y* value of the first mesh from
the RNG k- e model was around 1.3, whereas the other mod-
els showed smaller values.

IV. RESULTS AND DISCUSSION

Figure 2 plots streamwise velocity contours from two
representative two-dimensional steady RANS computation
obtained using the realizable k—e€ and the SST model. The
other k—e models showed similar results to the realizable
k—e model, whereas the low-Reynolds-number k—w model
and the SA model showed similar results to the SST model.
Computations using the k—e models failed to respond to the
adverse pressure gradient and were unable to predict separa-
tion from vocal fold. Consequently, the glottal jet predicted
by these models could not fully develop as seen in the SST
model, the low-Reynolds-number k—w, and the SA models.
Similar lackluster performance of the k— e model in the pres-
ence of an adverse pressure gradient was previously
reported.17 Although the SST, low-Reynolds-number k—w,
and SA models all showed slightly better predictions, steady
computations using these models were unable to predict flow
asymmetries and the resulting discrepancy between the flow-
wall and non-flow-wall pressure distributions as observed in
the previous measurements.'® This is not surprising because
the present divergent glottal shape corresponds to the large
transitory stall regime,19 which is inherently unsteady. Nev-
ertheless, unsteady simulations with the k—e model series or
the SA model show almost same result as their steady coun-
terparts.

On a more positive note, it was found that unsteady
two-dimensional simulations using the SST model, which
can account for the effects of an adverse pressure gradient on
the turbulent shear stress, was able to predict glottal jet
skewing due to the Coanda effect (see Fig. 3). As shown in
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FIG. 3. (Color online) Mean streamwise velocity: unsteady k—w SST
model.

Fig. 4, the unsteady SST model was in good agreement with
experimental data'® and LES results' for the intraglottal pres-
sure distribution on the nonflow-wall and flow wall up to the
maximum pressure drop. However, the unsteady SST model
underpredicted the pressure drop near the glottal exit due to
its enhanced diffusivity. The unsteady simulation of the low-
Reynolds-number k—w model did predict flow asymmetry
for one specific inlet condition, but a slight variation of the
inlet condition altered the entire flow field. The strong inlet
condition sensitivity for this model was previously reported14
and hence this model is not recommended for glottal jet
simulations.

Figure 5 depicts profiles of mean skin friction coefficient
Cr=1,/ pUZ%/2, based on the estimated maximum velocity
Uy=V2AP/p, within the glottis and immediately down-
stream. Until the separation point in the LES, both the un-
steady computation with the SST model and the LES are in
good agreement. At the minimum glottal diameter, both
cases predieted similar values for the highest skin friction on
both flow and nonflow walls. However, discrepancies can be
noted downstream of the separation point and are most likely
due to the isotropic equilibrium assumption associated with
all turbulence models. Because turbulence is fully three di-
mensional and anisotropic when vortices continue to move
along the wall after separated from it. The present divergent
glottis is in the large transitory stall regime.19 Note that the
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FIG. 5. Mean skin friction coefficient C; based on the estimated maximum
velocity V2AP/p.

unsteady computation using the SST model predicts almost
same value of the skin friction coefficient of nonflow wall
with LES. This suggests the unsteady simulation using the
SST model can predict the flow separation and its location,
which are very important for phonation study, with reason-
able accuracy.

V. CONCLUSIONS

RANS predictions, obtained from a commercial CFD
code, comparing a number of different turbulence models for
flow through a rigid model of the human vocal tract with a
divergent glottis, showed that unsteady simulations using the
k—w SST model were in the best agreement with previously
published measurements and simulations with regard to pre-
diction of glottal flow asymmetry and jet separation as com-
pared to all the other one- or two-equation turbulence models
investigated in this study. These findings suggest that un-
steady simulations using the k—w SST model may offer an
acceptable trade-off between accuracy and efficiency, which,
when combined with wall motion for fluid—structure interac-
tion studies and/or coupled to an acoustic model for aeroa-
coustic studies, may serve as the core flow prediction tool in
a more comprehensive phonation model. Although laryngeal
acoustics were not considered in the present study, the sig-
nificant role of the adverse pressure gradient on the turbulent
shear stress distribution and hence aerodynamic glottal flow
forces, highlighted here, has important ramifications for pho-
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nation aeroacoustics through the dominant dipole sound
source and warrants further study.
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Near field Rayleigh wave on soft porous layers
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Simulations performed for a typical semi-infinite reticulated plastic foam saturated by air show that,
at distances less than three Rayleigh wavelengths from the area of mechanical excitation by a
circular source, the normal frame velocity is close to the Rayleigh pole contribution. Simulated
measurements show that a good order of magnitude estimate of the phase speed and damping can
be obtained at small distances from the source. Simulations are also performed for layers of finite
thickness, where the phase velocity and damping depend on frequency. They indicate that the
normal frame velocity at small distances from the source is always close to the Rayleigh pole
contribution and that a good order of magnitude estimate of the phase speed of the Rayleigh wave
can be obtained at small distances from the source. Furthermore, simulations show that precise
measurements of the damping of the Rayleigh wave need larger distances. Measurements performed

on a layer of finite thickness confirm these trends. © 2008 Acoustical Society of America.
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I. INTRODUCTION

Soft porous media like plastic foams and glass wools are
widely used in room and building acoustics and by aircraft
and car manufacturers as sound and vibration absorbers.
Evaluating the rigidity coefficients at audio frequencies can
be necessary to predict the performances of these materials,
but most of the available methods solely allow measure-
ments restricted to the quasistatic range.lf4 It has been shown
by Feng and Johnson that for a nondamped semi-infinite po-
rous medium saturated by a light fluid and excited mechani-
cally, the Rayleigh wave is the detectable surface mode.” In
case of acoustical excitation, another type of surface wave
will be dominant.® This wave is associated with the penetra-
tion of sound into the pores and is detectable by means of a
microphone instead of a solid particle velocity sensor. Mea-
suring the phase speed and damping of the Rayleigh wave in
the audible frequency range can provide information con-
cerning the rigidity coefficients. Some general properties of
the frames of these media must be taken into account. The
loss angle is large, around 1/10, and the velocity of the Ray-
leigh waves is around 50 m/s. The available porous samples
have a finite thickness, generally around 2 cm, and measure-
ments must be performed in the medium and the high fre-
quency range to avoid strong finite thickness effects. Simu-
lations have been performed previously with a short
excitation in the time domain. It was shown by Allard et al’
that at a distance from the source large compared to the
Rayleigh wavelength, for an ordinary damped soft medium
saturated by air, the vertical deformation at the surface of the
medium is mainly due to the contribution of the Rayleigh
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pole related to the elastic frame, slightly modified by the
light saturating fluid. If this last property holds at small dis-
tances from the source, measurements at small distances of
the source of the speed of the Rayleigh wave should be pos-
sible and easier than at large distances due to the large damp-
ing in most soft porous media. Moreover, measurements on
small samples should be possible. Simulated measurements
of the damping and the speed of the Rayleigh wave created
by a circular source are performed in the time domain close
to the source for a typical reticulated plastic foam. The rela-
tion between the simulated measurements of the speed and
the damping of the Rayleigh wave and the phase speed and
damping related to the Rayleigh pole at a given frequency is
detailed, including the effects of finite layer thickness.

Il. FRAME DISPLACEMENT INDUCED BY A SURFACE
STRESS FIELD

The porous layer is represented in Fig. 1. It is in contact
with air at the upper face. The layer is semi-infinite or has a
finite thickness /. The layer with a finite thickness is bonded
to an impervious rigid backing at the lower face. In this case
the x and z displacement components of the frame and the z
displacement component of the saturating air are equal to O
at the lower face. Simulations have been performed for two
normal stress fields with a time dependence f(r). The true
excitation is created by a small vibrating disc, with radius R,
bonded onto the porous layer. Describing this excitation by
means of a stress field is difficult. Instead of using a constant
stress acting on a limited surface area r <R, an expression is
used that will yield a fast and regular decreasing of its Han-
kel transform. The space dependence g; of the stress field
acting on the frame at the air—porous layer interface is given
by
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FIG. 1. The porous sample.

12 exp(-ayr?), (1)
where r is the radial distance from the origin. The total force
acting on the surface area r<ry is equal to [1 —exp(—alré)]
X(m/a,)"* and the main contribution of the stress field is
locahzed on the surface area r<2a, Y2 1n a first step the Biot
theory, with the formalism developed in Ref. 9, is used to
predict the vertical displacement u; of the frame at the air—
porous layer interface created by a stress field o,
=exp(ikx—iwt) acting on the frame at the surface of the
layer. The plane waves that can propagate in a porous layer
bonded to a rigid impervious backing are described in Ref.
10. The model by Johnson et al." is used to describe the
viscous and the inertial interactions and the model by
Lafarge'2 is used for the bulk modulus of the saturating air.
Let k; and k, be the wave numbers of the two Biot compres-
sional waves and k5 the wave number of the Biot shear wave.
Let gof, j=1,2, be the velocity potentials of the compres-
sional waves with the related displacement w*=iV pw. W=
=ng; are the velocity potentials of the shear waves, n being
the unit vector on the y axis, with the related frame displace-
ment u*=iV AW/ w. The functions gof can be written as

j:]’2’33 (2’)

g1(r) = (ay/m

goji = aji exp(Fia;z+iéx),

b= G- g

Three frame displacement fields by, b,, and b; are de-
fined in Ref. 10 by the relations

i
b, = ;[V(eXp(l’alz) +ryy exp(—iajz) + 7y,

Xexp(—iayz)) + V anr 3 exp(—iazz)], (4)

I
b, = ;[V(m exp(—ia;z) +expliaz) + 17,

Xexp(—iayz)) + V Anry; exp(—iasz)], (5)

i
by = —[V(rs, exp(= ia2) + 73, exp(-iay?))

+V an(exp(iasz) + r3 3 exp(— iasz))]. (6)

The coefficients r;; are chosen so that each b; satisfies the
boundary conditions at the lower face. For a semi-infinite
layer, the parameters r;; are equal to 0. Let o{] be the stress
components of the air 1n the porous medium and let o‘fj be
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the stress components of the frame. These stress components
are related to forces per unit area of porous medium. At the
upper face, the boundary conditions can be written, the com-
mon factor exp(ik,x—iwr) being removed,

piil + (1 - pyil=v,, (7)
ol.=~¢p. (8)
0, =1-(1-¢)p, )
o,.=0, (10)

where ¢ is the porosity of the porous medium, uf and u; are
the z components of the velocity of the saturating air and of
the frame at the air—porous layer interface, p is the pressure,
and v, is the z velocity component in the free air close to the
boundary. The pressure p and the velocity component v, are
related to a wave created in the free air at the boundary with
a spatial dependence exp[i(xk,—zk cos 6)], where k is the
wave number in the free air. They satisfy the relation

v, =—Zpl/cos 0, (11)

where Z is the characteristic impedance of air and 6 is de-
fined by sin #=k,/k. Using Eq. (11), p and v, can be re-
moved from the set of equations (7)—(9) that becomes

1-¢
S o ——ol =1, 12
UZZ ¢ yod ( )
O.f
(¢uf+(1—¢)uv)— = d> £ -0, (13)

The frame displacement field in the porous medium is
the sum A;b;+A\,;b,+A\3b; that satisfies Egs. (10), (12), and
(13). In Ref. 10, o*;_\,, i, L't’;, o{z, and o), are given in Egs.
(A1)~(AS) by

Oy =M N+ M phy + M 3033, (14)
i, =My Ny + Mphy + Mp\s, (15)
i = My Ny + Mo\, + M3\, (16)

= MyNy + Mphy + M35, (17)
0L =Ms\| + Msphy + Ms3\5. (18)

The following expressions for \;, N, N3 are obtained:

ByM 35— BsM
=T (19)

BsMy, —B M3
=T A (20)
_ B M, —-BM,, (1)

3= A bl
where B;, A;, i=1,2,3, are given by
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Z My

Bi= oMy + (1 - p)M,; - - (22)
cos 0 ¢
]_
A;=Ms; _¢M4i’ (23)
¢
A A, A,
AZ B] B2 B3 (24)
My My, M

The z component of the frame velocity is given by Eq.
(15) where \j, \,, A5 are given by Egs. (19)—(21). The Han-
kel transform ¢, of g, is given by

gl(kr) = f rgl(r)JO(krr)dr (25)
0

and the z component of the frame velocity v(r,7) at r is given

by
1 o0 oo
v(r,t) = —f dwf dk,
27T _» 0

Xexp(_ iwt)krgAl(kr)]()(krr)u(kr) . (26)

Using Jo(u)=0.5[H(u)~H\"(¢/™u)] (Ref. 13, Chap. 9) and
i(k,)=1i(=k,), Eq. (26) can be rewritten

1 o0 o]
v(r,t) = Ef dwj dk, exp(— iwt)krgl(k,)HE)l)

X (kr)u(k,). (27)
The function g, is given by
§1(kr)=eXp(—r>/(2\’Wal)- (28)
4611

A zero of the determinant A at k,=k, corresponds to a pole

of v at k,=k,, the contribution of the pole residue for v in Eq.
(27) is given by

i R
0,(r0)=7 f do exp(= iwDk,,(k, Hy (k,r)R(k,).

(29)
In Eq. (29), R(k,) is given by

ByM 35— BsM

N BsM, — B M3
[aA(kx)/(ykx]kx=kp

R(k,) =M
(ky) = M5, 22[(9A(kx)/akx]kxzkp

B M, — B,M;,

B [aA (kx)/akx]kx=kp . (30)

Another spatial dependence, g,(x), has been considered
for the stress field source, given by

T
g(x)=cosax, 0<|x|<—
2a2

(31)
with a,=2507. Using the double Fourier transform
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FIG. 2. Phase speed w/Re k), of the modified Rayleigh wave, parameters of
Table 1, semi-infinite layer (—), thickness /=2 cm (- - -).

2ok f(w) f f didx expliot — ik x)g,(x)f(1),  (32)

the z component of the frame velocity at the surface of the
porous medium is given by

v(x)=(2m)™ J ’ f ’ dwdk,

Xexp(~iwt + ik0)Z(k)flw)ii(k,). (33)
The function g, is given by
201 7Tkx
&Hk)=—" . 34
Blk) = 3 eos 3 (34)

The contribution of the pole residue for v is given by

vy(x,0) = ZLJ dw

r
Xexp(= it + ik,x) g (k,) fw)ii(k,)R(k,). (35)

lll. SIMULATIONS
A. Rayleigh pole

The Rayleigh pole is located at k,=k, where u; is infi-
nite. The wave number component k, is obtained by an it-
erative method which minimizes 1/4; as a function of k,.
The initial value of k, is the wave number of the Biot shear
wave. The quantity w/Re k,, which is the phase speed of the
Rayleigh wave, is represented in Fig. 2 for a layer of the
medium of Table I similar to current reticulated plastic foams
with a semi-infinite thickness and a thickness /=2 cm, as a
function of frequency, and Imk, is represented in Fig. 3.
There is a strong finite thickness effect at frequencies lower

than 2 kHz. At higher frequencies, k, is not noticeably modi-
fied by the finite thickness.
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TABLE I. Parameters for the porous material.

Porosity ¢ (—) 0.99
Flow resistivity o (N m™s) 12 000
Thermal permeability &, (m?) 1.5%x107
Viscous dimension A (um) 100
Thermal dimension A’ (um) 400
Tortuosity a., (—) 1.01
Density p, (kg/m?) 24.5
Shear modulus N (kPa) 80(1+i/8)
Poisson ratio [v] (—) 0.3

B. Frame velocity

Simulations have been performed of the frame velocity
resulting from a normal stress field g,(r) with a time depen-
dence f{r) and with the porous medium described in Table 1.
The time dependence f{(¢) is the product of a sine function at
different frequencies and a Blackman—Harris window with a
duration equal to ten periods. The integration in w in Eq. (27)
is replaced by a fast Fourier transform. For the spatial depen-
dencies g, of the excitation, a;=1.725X 10°. The integral in
k, in Eq. (27) is performed on the real axis in the physical
Riemann sheet of the complex k, plane. If the porous layer is
semi-infinite, the physical sheet is characterized by

Imcos 6> 0, (36)

Ima,>0, i=123. (37)

If the porous sample is semi-infinite, the initial path of
integration can be replaced by the three cuts related to the
three Biot waves and the cut related to the wave in air in the
same sheet. The residues of the poles which are crossed
when the initial path is modified must be added to the inte-
gral on the new path. The determinant A for a semi-infinite
layer is a polynomial in k, and there is a finite number of
poles. If the porous sample has a finite thickness the three
cuts related to the Biot waves disappear and the determinant
A has an infinite number of roots. The three cuts are replaced
by the contributions of an infinite number of poles. The tran-

80 |- -

~J
o
T

(o]
o
—

Im kp (m/s)

2]

B

W

o O

o

N
o
—

10 F

Frequency (kHz)

FIG. 3. Damping Im &, of the modified Rayleigh wave, parameters of Table
1, semi-infinite layer (—), thickness /=2 cm (- - -).
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FIG. 4. Normal velocity v of the porous frame, semi-infinite layer, param-
eters of Table I, central frequency 4 kHz, circular source, r=3 cm, integral
on the real k, axis (—), pole contribution (- - -).

sition between the semi-infinite thickness and the finite
thickness is described by Tamir and Felsen' for electromag-
netic waves in the presence of a dielectric slab. The z com-
ponent of the velocity v of the porous frame as a function of
time at r=3 c¢cm calculated with Eq. (27) is represented in
Fig. 4 for a semi-infinite layer and in Fig. 5 for a layer of
thickness /=2 c¢cm. The contribution v, of the Rayleigh pole
given by Eq. (29) is also represented in Figs. 4 and 5. The
pole contribution is limited to the frequencies in the interval
0.8—10 kHz in Fig. 5. It was verified that the contribution of
the frequencies out of this interval is negligible. The Ray-

Velocity (arbitrary unit}

FIG. 5. Normal velocity v of the porous frame, thickness /=2 c¢m, param-
eters of Table I, central frequency 2 kHz, circular source, r=3 cm, integral
on the real k, axis (—), pole contribution (- - -).
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TABLE II. Predicted w/Re k, and Im &, and simulated measurements of c,
and D at 4 kHz. Semi-infinite layer and finite thickness /=5 cm.

TABLE III. Predicted w/Re k, and Im k,, and simulated measurements of ¢,
and D, [=2 cm.

w/Rek, Imk,

(m/s), ¢, (m™), D
Prediction (semi-infinite layer) 52.8 324
o/Rek,, Imk,
Simulation 3—4 cm pole ¢,, D 52.6 325
Simulation 3—4 c¢m c¢,, D 53.8 30.5
Simulation 15-16 c¢m pole ¢,, D 53.2 32.0
Simulation 15-16 cm ¢,.D 53.2 33.8
Simulation 3—-5 ¢cm /=5 cm ¢,, D 53.2 36.1

leigh pole contribution is close to the total displacement in
both cases, especially for the semi-infinite layer. Due to the
fact that the contribution of the Rayleigh wave is dominant,
an approximateevaluation of the speed and the damping of
the Rayleigh wave should be possible at short distances from
the source.

C. Simulated measurement of the speed and the
damping of the Rayleigh wave

The intercorrelation function I(7) given by
I(7) = ff(t+ 7)v(r,t)dt (38)

is successively predicted for a couple r|, r, with r,>r,. Let
I, and I, be the maxima of [ at the distances r; and r,,
respectively, and let 7; and 7, be the related time lags. The
speed c, is evaluated by

c,=(r=r)/(n-m). (39)

Using the asymptotic expression of the Hankel function (Ref.
13, Chap. 9)

2 1/2
HV (i) = (E) expli(u — m/4)], (40)

the damping D is evaluated by

1
log( \/ZII/IZ>. (41)
r,—=n r

The simulated measurements of ¢, and D at the center
frequency 4 kHz of the excitation are compared with the
phase speed w/Rek, and Imk, at the same frequency in
Table II for the semi-infinite layer. The simulated measure-
ments are performed for the couple »;=3 cm, r,=4 cm and
the couple r;=15 cm, r,=16 cm. In Eq. (38), I is succes-
sively evaluated with v and with v,. The predicted values of
the speeds ¢, and w/Re k, and of D and Im k,,, respectively,
are close to each other for both couples ry, r,. They are
closer for the pole contribution than for the full contribution,
and slightly closer for the couple 15—16 cm than for the
couple 3—4 cm. This shows that for the chosen time depen-
dence of the excitation at a given center frequency the Ray-
leigh wave speed and damping are close to the phase speed
and Im k,, at the same frequency. The comparisons also show
that the limitation in the precision of the evaluation is mainly
due to the contributions of the cuts which decrease faster

D=

J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

w/Rek, (m/s), ¢, Imk,(m™), D

Prediction 2 kHz w/Re k,, Imk, 55.1 19.7
Simulation 2 kHz, 3—-4 cm ¢,, D 55.5 17.2
Simulation 2 kHz, 4-5 cm ¢,, D 54.3 18.9
Simulation 2 kHz, 3-10 cm ¢,, D 524 21.6
Prediction 3 kHz w/Rek,, Imk, 53.1 25.4
Simulation 3 kHz, 3—-4 cm ¢,, D 53.2 52
Simulation 3 kHz, 4-5 cm ¢,, D 56.0 8.4
Simulation 3 kHz, 3-10 cm ¢,, D 524 21.6
Prediction 4 kHz o/Re k), Imk, 52.9 32.8
Simulation 4 kHz, 3—4 cmc,, D 47.7 25.8
Simulation 4 kHz, 4-5 cm ¢,, D 58.1 7.2
Simulation 4 kHz, 3-10 cm ¢,, D 534 31.5
Simulation 4 kHz, 3—4 cm, pole ¢,, D 53.2 32.6

than the contribution of the pole with the distance. Simula-
tions performed at 4 kHz for a layer of thickness /=5 cm
present the same trends as for the semi-infinite layer. In Table
III, the simulated measurements of the speed c, and the
damping D are compared with the predicted phase speeds
o/Re k, and Im k, modified by the finite thickness /=2 cm,
for the central frequencies 2, 3, and 4 kHz. The predicted
values of the speeds are close to each other with a precision
better than 10/100. The simulated measurement of D can be
very different from Im k,,. At 4 kHz, a simulated measure-
ment of ¢, and D is performed where the full evaluation of v,
is replaced by the pole contribution. With v, restricted to the
pole contribution, in the last line of Table III, the quantities
¢, and w/Re k,, and D and Im k,,, respectively, are close to
each other. This shows that the differences between D and
Im k,, when the full evaluation of v is performed with Eq.
(27) is not due to the dispersion of Im k, but to the contri-
bution of the other poles of .. The fluctuation in amplitude
due to the contribution of the other poles is much lower than
the variation due to the damping when the difference r,—r,
is sufficiently large. This allows more precise measurements
of Im k, via the measurement of D by using larger distances
r,—ry. The simulated measurements of D given in Table III
for the couple r{=3 cm, r,=10 cm are close to the predicted
Im k, with an error smaller than 20/100.

The same study has been performed with the geometry
g, of the source. The results are very similar and are not
reported.

IV. MEASUREMENTS

Measurements have been performed on a layer of thick-
ness /=2 cm of a urethane foam. The surface area of the
sample was 1.5 1.5 m?, which is sufficiently large so that
boundary effects do not affect the measurement of the Ray-
leigh wave velocity. For a melamine foam, it was even veri-
fied experimentally that the sample size could be reduced to
15X 15 cm? without compromising the Rayleigh wave ve-
locity. To obtain a uniform boundary condition double-faced
tape was used to glue the porous layer onto a rigid impervi-
ous backing. Rayleigh waves were excited by means of a
magnetic transducer putting in motion a circular plate of di-
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FIG. 6. Measured time t=7,—7; vs displacement r,—r;, central frequency
2 kHz (H-M), 3 kHz (V-V), 3.5 kHz (A-A).

ameter 1 cm bonded on the layer. The magnetic transducer
was consecutively fed with a sine burst signal of 2, 3, and
3.5 kHz, respectively. The time dependence of the signal is
similar to the one in the modeling and the normal velocity of
the frame is measured with a laser Doppler vibrometer. Mea-
surement points are located on a radius through the excita-
tion point. The radius was scanned up to 2.5 cm and with a
typical step size of 5 mm. The damping D and the time of
flight between two locations are evaluated from the intercor-
relations like in the previous sections. The measured time of
flight t=7,— 7, versus the distance r,—r; is shown in Fig. 6
and the damping is shown in Fig. 7. The ratio (r,—r)/f is
close to the speed 54 m/s with an order of magnitude of
10/100 for the dispersion. This result is in a reasonable
agreement with measurements of the rigidity parameters of
the same medium performed with a different method.'” The
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FIG. 7. Measured damping D, r;=3 cm, central frequency 2 kHz (H-H),
3 kHz (V-V),3.5kHz (A-A).
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evaluation of the speed of the Rayleigh wave can be per-
formed at a small distance from the source but the measured
damping at a given frequency presents a large dispersion and
cannot be related to a precise Im k.

V. CONCLUSION

Predictions were performed in the frequency domain for
soft and strongly damped porous media in contact with air.
The wave number interface component of the pole of the
Rayleigh plane wave was predicted as a function of fre-
quency for a layer having a small thickness and a semi-
infinite layer. The dependence of the phase velocity on the
frequency due to the finite thickness was demonstrated.
Simulations in the time domain were performed close to a
circular source, showing that the residue related to the Ray-
leigh pole is the dominant contribution to the normal velocity
of the frame for the semi-infinite layer and the layer of finite
thickness. As a consequence, the speed of the Rayleigh wave
and the damping can be evaluated at a small distance from
the source for the semi-infinite layer, allowing an evaluation
of the phase speed and the imaginary part of the Rayleigh
pole. For the layer of finite thickness, the speed evaluation is
also possible, but the contributions of the other poles create a
fluctuation in the amplitude of the normal velocity which
does not allow a precise evaluation of the damping at small
distances from the source. Measurements are performed on a
layer of small thickness. These measurements confirm that
the evaluation of the speed is possible at small distances
from the source.
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Attenuation and scattering of axisymmetrical modes in a
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The attenuation of axisymmetric eigenmodes in a cylindrical, elastic, fluid-filled waveguide with a
statistically rough elastic wall is studied. It is shown that small perturbation theory can be used to
relate explicitly the statistical characteristics of the internal wall surface roughness of an elastic pipe
to the attenuation and scattering coefficients of the acoustic modes in the filling fluid. Analytical
expressions for modal attenuation coefficients are obtained. The analysis of the frequency dependent
attenuation coefficients and the ratio between the roughness correlation length and the inner radius
of the pipe is made for different correlation functions of the roughness. It is shown that two scale
parameters control the overall behavior of the modal attenuation coefficients. These are the ratios of
the roughness correlation length and the inner pipe radius to the acoustic wavelength. The numerical
results for sound propagation in a pipe and in a borehole with statistically rough, elastic walls are

obtained and discussed. © 2008 Acoustical Society of America. [DOL: 10.1121/1.2831932]

PACS number(s): 43.20.Mv, 43.20.Bi, 43.20.Hq, 43.30.Hw, 43.20.Tb [JHG]

I. INTRODUCTION

Pipelines are used widely to convey fluids and gases in
the petrochemical, water, and energy sectors. The quality of
the inner pipe wall can deteriorate rapidly because of chemi-
cal reactions, wall material erosion, thermal cracking, and
sedimentation processes. This leads to increased hydrody-
namic drag in the pipe, reduced hydraulic capacity and po-
tential structural failures. In the majority of cases direct vi-
sual quality inspection of pipes is difficult or impossible
because of operational, safety and access issues. As a result,
there is a clear need for quick, inexpensive and accurate
methods for the characterization of the boundary conditions
in pipes. In this respect, the use of Stoneley and Lamb waves
which can propagate long distances along the fluid—solid in-
terface of a buried, fluid filled pipe appears a very attractive
noninvasive boundary characterization technique. The fre-
quency dependent phase velocity and attenuation (dispersion
characteristics) of these modes are sensitive to the wall thick-
ness and material properties and can be measured in situ
using remote sensors to provide a basis for the inversion
problem.

A considerable number of methods have been developed
to predict the dispersion characteristics of Lamb and Stone-
ley waves.'™ The attenuation of Lamb waves is primarily
determined by the viscosity of the fluid contents of the pipe,
finite damping in the pipe material and the presence of the
surrounding medium, and the attenuation can be used to
monitor the condition of the inner surface of the pipe
wall.”™ It has been shown that Lamb waves interact
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strongly with structural defects in pipesls_zo which result in

increased modal attenuation, reflection and cross-modal en-
ergy exchange.zo_24 The extra modal attenuation and cross-
modal energy exchange are particularly pronounced in the
presence of structural and surface impedance discontinuities
and wall thickness variations.” %’ Some additional attenua-
tion can also be observed if the inner surface of the pipe is no
longer smooth because of the process of corrosion and/or
sedimentation. In order to consider this effect it is common
to express the extra attenuation as a function of the statistical
parameters of the boundary roughness (e.g., Refs. 30 and
31). The problem of sound propagation in a pipe with a
periodically varying wall has been originally considered by
Rayleigh.32 However, none of the previous works seems to
account for the variation in the wall thickness due to the
presence of roughness or to include the elastic properties of
the pipe wall. So far these effects have been only considered
in application to Sholte—Stoneley wave scattering by flat
rough, impedance boundaries (e.g. Refs. 33-38) and have
not been included explicitly in the existing models for modal
propagation in elastic cylindrical waveguides. In terms of the
practical application of the acoustic technique for the diag-
nosis of the quality of pipelines and boreholes one can argue
that measuring the wall thickness variation and the change in
the elastic properties of the pipe wall material are essential
for the early detection of quality degradation due to corro-
sion, wall cracking, and sedimentation.

This work presents an improved method for the predic-
tion of the modal attenuation in a cylindrical, elastic wave-
guide with statistically rough internal wall surfaces. The
method is based on the hypothesis that the roughness scale is
small in comparison with the acoustic wavelength. It is
shown that small perturbation theory can be used to relate
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explicitly the statistical characteristics of the internal wall
surface roughness of an elastic pipe to the attenuation and
scattering coefficients of the acoustic modes in the filling
fluid. Analytical results presented here are obtained for a
realistic section of concrete pipe surrounded by a vacuum.
The latter assumption is valid in many practical cases if the
compressional and shear sound speeds in the surrounding
fluid are relatively small in comparison with that measured in
the pipe wall material and the filling fluid. !

Il. THEORETICAL FORMULATION

We consider an infinitely long, fluid-filled, elastic wave-
guide of circular cross section, with a statistically rough in-
ner wall (see Fig. 1). It is assumed that the pipe is suspended
in vacuum. It is also assumed that the roughness is cylindri-
cally symmetrical and its height distribution is described by a
statistical function 7(z) so that the actual inner radius of the
pipe is given by r=R,+7(z), where R, is the mean inner
radius of the pipe. The mean wall roughness o=+{7(z)) is
small in comparison with the acoustics wavelength \, i.e.,
o/N<<1. The outer wall of the pipe is smooth and the outer
radius of the pipe is R,. It is suggested that the coordinate z
runs along the central axis of the pipe and that a monochro-
matic source is positioned in the center of the pipe (see Fig.
1).

It is proposed to represent the acoustic field in the fluid
phase in terms of the displacement scalar potential ¢ Ac-
cordingly, the acoustic field in the elastic wall can be pre-

sented in terms of the scalar ¢ and vector ¢ potentials which
correspond to the longitudinal and shear components of the

displacement field, i.e., U=grad ¢+rot ¢. Because of the
axial symmetry of the problem the vector potential can be
fully described with a single azimuthal component of the
displacement potential 1Z= (0,¢,0), which implies that only
the radially polarized acoustic waves are considered in this
formulation.

The displacement potential components should satisfy
the classical wave equations for the acoustic field in the pipe
fluid and in elastic pipe wall. In the cylindrical coordinate
system (r, 6,z) these wave equations can be written in the
form of Helmholtz equations after the double Fourier trans-
form by time ¢ and axial variable z [the correspondence no-
tation is f(r,k,w)=[" dze™ [T 2dte™ " f(r,z,1)]

1
(—iré - v%) eAr.k,w) = /;(—;;)5(1’),

ror r

19 9
(——r— - v%) o(r,k,w) =0,
ror

ala 5
(&rr&rr V5>1ﬂ(r,k,w)—0, (1)
where Vj-:\«‘"kz—lglz. for [k|=w/c;, Vj=i\"k]2-—k2 for [k|<w/c;,
and A(w) is the source strength. The indices j=1, s, and f are
used to denote the wave numbers/sound speed of the longi-
tudinal and shear waves in the elastic medium of the pipe
waveguide wall and the wave number/sound speed in the
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FIG. 1. Sound propagation in a pipe with rough, elastic walls.

fluid phase, respectively. There is a singularity at the source
position, r=0 which is expressed in Eq. (1) with the delta-
function &(r).

The boundary conditions assume the equality of the
pressures and stresses acting on the rough inner wall of the

pipe

nlo,n,+o.n)+nlon +o.n)=-P,

To,n,+ o.n)+ m.(o,n.+o0,.n,)=0, (2a)
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and the radial displacements
Up i+ U, = U, + U N, (2b)

at r=R;+7(z). In the previous expressions o;; is the stress
tensor, P is the fluid pressure in the waveguide, uy; and u; are
the displacement components in the fluid and in the wall,
respectively. The radial and axial components of the dis-
placement vector in the fluid and in the wall are defined
using the indices r and z, respectively. n and 7 are the nor-
mal, n=(cos a,sin @), and tangential, 7=(-sin a,cos a),
vectors to the waveguide inner wall. « is the angle between
the coordinate-dependent vector 7 and the normal to the
mean surface vector (1) (see Fig. 1).

The boundary conditions on the outer wall, r=R,, are
pressure-release, i.e.,

0,,=0. (3)

Because of the condition o/\<<1, the boundary conditions
can be expanded using the Taylor series at r=R;. Using first-
order approximation theory, neglecting the second-order
terms in the expansion it can be shown that the boundary
conditions on the inner wall for the displacement potential in
a rough cylindrical waveguide can be expressed in the fol-
lowing form:

d 24 : 1 ([
21k—l// Qb+ d’ —pik§¢f=— f i’ (k')

2m7) o
_P id 25¢ 2
X[—sz 4 Q—d’ 72, 2—‘1’
or Ro'?r R or

+&k3%],
p ~ or

5_ng _ ’ @_-~0_‘Z
o or lk”[/_ f dk (k)l(a kar
> - 1~

- i/’é@) ik'] , 4)

- 2y
Prent okl + kil
p Ry

0 —2ikvK1" QK1
Lok)=| vdl} K1 ikK13
1 21/1 i
R
2
0 —2ikv,K2} QOK2}
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1 2y,
Zik( v, K15+ —K1§) oqth-=n!
R, ‘ R,

. R 2y,
2ik| v,K25+ —K2)| Q2h-='n!
R, R,

where functions with a tilde depend on argument k=k—-k',
and the following notations are introduced:
O=202-k, Q,=2-k. ¥,=kK-k. j=Ls.f.

S’

ks=(l)/cs, k1= w/Cl.

In the previous expressions 7(k)=J""dze *7(z) is the Fou-
rier transform of the range-dependent statistical roughness
function. Expressions (4) include explicitly the characteris-
tics of the wall roughness and the effect of the elastic wall on
the displacement potential in fluid filling the pipe. The details
of the derivation of expressions (4) and the expressions for
the outer wall boundary conditions are provided in Appendix
A.

The expressions for the displacement potential which
satisfy the wave equations (1) can be written in the following
form:

A
opr.k,w) =~ ;Ko(vfr) + Cly(vyr),

o(r,k,w) = CKo(vjr) + Cyl (1),

lvlf(r’k’w):C3Kl(er)+CSII(er)’ (5)

where I,(v;r),K,(v;r) are the modified Bessel and Mac-
Donald functions of order n, respectively, and C;, i
=1,...,5 are some arbitrary constants which need to be cho-
sen to satisfy the inner [r=R;, expression (4)] and the outer
wall [r=R,, expression (A3)] boundary conditions. Applying
the boundary conditions to the previous form for the dis-
placement potential [Eq. (5)] one can obtain a system of
integral equations for the five coefficients, C;, i=1,...,5,
which can be presented in the following matrix form:

Lo(k)C(k) = L (k,k = k") C (k') + Q*(K), (6)
where
C(k)=(C},Cy,C5,C4,Cs,)"

is the coefficient vector,

1
2ik(— I3+ —11{)
R,

2ikvI1}
-l

OJ13
ikI1} (7)

1
2ik<— V125 + —12-;)
Ry

2ikvI2 Q125
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is the matrix operator for the unperturbed (smooth wall) case
and LT(k,E):

- 1 “ -
Likb) =2 f dk’ p(k" )Ly (k,%),

Ly Lip Lz Ly Lis
Ly Ly Loy Loy Los
L(kk)=| Ly Ly Ly Lsy Lss
o 0 0 0 o0
o 0 0 0 O

are the perturbation matrix operators which account for the
effect of finite wall roughness. In the earlier expressions the

following notations are used:
Kn(ViRj) = K]';,’
=1,2.

L(vR)=1Ij,, n=0,1, i=fls, j

The expressions for the components of the above operators
are presented in Appendix B.

Integral matrix equation (6) can be solved using the
mean field method which is detailed, for example, in Ref. 42.
Here we present the final equation for the mean vector of

coefficients (é),

[Lo(k) — PLy(k) KC(K)) = 0*Q(K), (8)

where ¢” is the dispersion for the statistical roughness height
and

L,(k) = %T f k dk' Wk LA(k,k),

L2(k,k) = Ly (k,k)Ly' (k)L (k. k),

0

- 1 - .
QW =7— dk' W(k")L, (k,k)Lg' (k)Q' (k) +(Q" (k)).

In the previous expression the function W(k') is used to de-
note the Fourier transform of the correlation function of the

statistical roughness W(z), where o?W(z—z")={n(z)7(z")).
The solutions which satisfy the homogeneous matrix equa-

tion (8) [6(/{):0] correspond to the eigenmodes, which can
propagate in the fluid filling the rough waveguide. The con-
ditions for the existence of particular eigenmodes are con-
trolled by the solution of the following dispersion equation:

det[Lo(k) — 0?L,(k)] = 0. (9)
Because /N <<1 the previous expression can be reduced to
det Ly(k) — 0?H(k) =0, (10)
where
M(k,k
H(k)——f dk'W(k')——— ()
det Lo(k)
3
M(k,k) = 2 Li(k,k)minor(Lo(k);). (11)

ij=1

The solution of the dispersion equation (10) can be ob-
tained by solving the classical problem for sound propaga-
tion in a smooth waveguide and incorporating the method of
small perturbations. In this way the wave numbers for sound
propagation in a waveguide with a statistically rough inner
wall can be expressed as a superposition of the solutions for
the sound field in the smooth waveguide and small perturba-
tion terms due to the presence of roughness. The proposed
solution should be sufficiently general to allow a number of
eigenmodes propagating in the fluid-filled waveguide to be
considered. This case is different from a more simple prob-
lem when a single Rayleigh wave is allowed to propagate in
an empty borehole in an elastic medium.** The sound speed
and attenuation of these modes can be determined from the
complex eigennumbers

k; =k + ok;, (12)

where the wave numbers k! are the solutions of the unper-
turbed form of Eq. (10), i.e., det Ly(k)=0, and &k; is the wave
number perturbation due to the presence of roughness. If i
=0, then ky=kg which corresponds to the case of the Stone-
ley wave with wave number kg,. If i=1, then the sound field
is represented as a set of Lamb waves with k;=k; ;.

The explicit solution of the equation det Ly(k)=0 is
rather cumbersome [see Eq. (7)]. However, in the particular
case R,— = the expression for the operator L is reduced to

2 1
Prnt okl + =kl Zik( K15+ —K1§> 0 0
p Ry R,
0 —2ikvK1! QK13 0 0
Lo(k) = f i . s (13)
vl v K1 ikK1, 0 0
0 0 0 Q, -2ikv,0
0 0 0 2ikv,  Q,
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The determinant of the previous matrix can be decomposed
as a product of two separate determinants: det L
=det L{ det L. The first determinant defines the Rayleigh
wave

det L) = Q2 — 4k, (14)

which propagates in the inner elastic space which surrounds
the fluid. The second determinant is given by the following
expression:

4 )
det Lo(k) = <Q§K6K§ — 4Ky, K KD — Ev,ka’IK;)) v

+ Pk K. (15)
p

The form of dispersion equation (15) is well-known.***** This
equation depends upon k> and, at a given frequency, it has a
finite number of roots on the real axis. The fundamental
mode, the Stoneley wave, can exist at any frequency of
sound,44 whereas the other, the so-called higher Lamb modes
can only exist above the critical cutoff frequencies cuO,~.46 The
dispersion curve for the Stoneley wave differs qualitatively
from the higher Lamb modes and lies below the dispersion
curve for any other high-order mode. The phase velocity of
the Stoneley wave increases monotonously with frequency
from the lower limit of the tube wave propagation velocity
c,=ci/\1+(psl p)(cs/ cg)* (Ref. 44) and approaches to the up-
per limit of Sholte—Stoneley wave propagation velocity for a
flat boundary at high frequencies. In the vicinity of the cutoff
frequency the phase velocities of higher-order Lamb waves
approach the velocity of the shear waves in an elastic space
c?(w—> wp;)=c, and further for higher frequencies it de-
creases approaching asymptotically to the sound speed in a
fluid (0 — ®)=c;. Two particular roots of the dispersion
equation k= ik?((u), k?:w/ c?(w) correspond to the eigen-
modes which propagate in opposite directions along the axis
of the waveguide with the frequency-dependent phase veloc-
ity of c?(w).

If the wall thickness is finite the behavior of the disper-
sion curves for the sound speed is similar to the previous
case, but the cutoff frequency for the first Lamb mode is
equal to zero as illustrated in Fig. 2. As a result, in the low
frequency regime there are two propagating eigenmodes: (i)
the so-called a-mode, which resembles in behavior the
Stoneley wave in a circular cylindrical waveguide sur-
rounded by an semiinfinite elastic medium (e.g., the behavior
of a Stoneley wave in a borehole); (ii) the so-called S-mode
[in the terminology presented in Ref. 18 it is the mode
L(0,1)], which at low frequencies propagates at a phase ve-
locity slightly below that for the longitudinal waves in the
elastic wall of the waveguide and at higher frequencies as-
ymptotically approaches the sound speed in the fluid.

Substituting Eq. (12) in Eq. (11) and expanding the op-
erators Ly(k) and H(k) results around k=k? we obtain
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Phase velocity, m/s

0.0 0.5 1.0 1.5 20
Dimensionless frequency wR /cs

FIG. 2. Phase velocity as a function of dimensionless frequency for the first
seven axially symmetrical modes which propagate in a pipe and borehole
with smooth walls. The principal modes in the pipe are marked as « and S.
The wall and fluid pipe parameters are described in the text. The analogous
modes in a borehole with the same parameters are shown by dashed lines.
Symbol St corresponds to the Stoneley wave.

ddet L JH(k
2ol - H) -0 EW| 5
ok 10

k=k?
1

k= ok

(16)

The last term in Eq. (16) is the second order of magnitude in
comparison with the other terms and can be neglected. As a
result, the expression for the correction to the wave number
has the following form:

J det Lo(k)

ok; = > H(k?)
ok

(17)

K0
The real and imaginary parts of the wave number determine
the phase velocity ¢;,(w) and modal attenuation o;(w), i.e.,

)

k(w)=——+ia(w). (18)

ci(w)
Because the acoustic normal modes in a smooth waveguide
are dispersive, but nonattenuating, it is of interest to study
the imaginary part of the wave number correction term,
which is responsible for the modal attenuation due to the
finite scale of roughness
k()).

It is convenient to rewrite Eq. (17) in nondimensional vari-
ables by introducing the dimensionless wave number x: k
=k, where k,;=w/c, is the wave number for the shear wave
in the wall of the waveguide. Similarly, substituting for the
dimensionless wave number in the operators Ly(k) and

L, (k,k) and taking the coefficients K1}, K13, 11}, 12}, 125,

ddet Ly(k)
Jk

a(w) = Im(5k;) = Im( PH(K?)

(19)
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out of the brackets, one can express the modal attenuation
coefficient [Eq. (19)] in the following form:
H(x?

aw) =Im| o?k! () (20)
ddet Lo(.x)

ox 0

where k'=kx? (x?=c,/c?()). The expressions for the other
operators which appear in Eq. (20) are provided in Appendix
B.

Equation (20) suggests that the modal attenuation coef-
ficient can be linked explicitly to the correlation function
W(k'") for the wall roughness of the waveguide

k! -
‘ dx'W(k'")
277 (9 det L(x)/dx)| 0

ai(w) =

XM (x),%)/det L(%), (21)

where M(x,i):EiFlij(x,)?)minor L(x);; is the modal scat-
tered amplitude, minor(Ly(x),;) is the minor of ijth element
of the matrix L, X =x?—x and x? are dimensionless solutions
of the dispersion equation for the case of the waveguide with
smooth walls.

The imaginary part of the correction to the wave number
in Eq. (12) relates to the following behavior of the integral in
Eq. (11): (i) poles which correspond to the Stoneley wave at
k= = kg, and higher order Lamb waves k= * k? and (ii) con-
tributions from the branch cuts at the points |k| < w/c; and
|k|< w/c, associated with the scattering of eigenmodes into
the compressional and shear waves. Therefore, the total
modal attenuation,

a; = E @+ o+ ay, (22)
J

can be represented as a superposition of the partial attenua-
tion coefficients associated with the mode scattering into sec-
ondary eigenmodes («;;), and also into shear (a;;) and lon-
gitudinal («;;) head waves.

Let us first consider the contribution to the attenuation
factor due to scattering into other eigenmodes. This contri-
bution can be evaluated analytically by application of the
residue theorem to integral (21)

4{W(k? - k?)M(x?,x?) + W(k? + k(,-))M(x?,— x?)}

s

ddet Ly(x)
ox

ddet Ly(x)
ox

JC? X

(23)

The first term in the numerator of Eq. (23) describes scatter-
ing of mode i into mode j both of which propagate in the
same direction (forward cross-mode scattering). The second
term in the numerator corresponds to scattering of mode i
into mode j, which propagates in the opposite direction
(cross-mode backscattering).

As is seen from Eq. (23), for the case of the mode scat-
tering into the same eigenmode (i=: kj-)zk?) the argument of
the Fourier spectrum of the correlation function in the first
term equals to zero. Hence for correlation functions with
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decreasing spectra the first term will dominate at large cor-
relation length (correlation length a is determined as a space
scale where the correlation function is essentially different
from zero) and the principal contribution to the attenuation
coefficient will come from forward scattering. In this case
the attenuation coefficient will not depend on the form of the
correlation function. For other cases the attenuation coeffi-
cient will be dependent on the spectrum of the correlation
function.

Further, we consider the behavior of the second and
third terms in Eq. (22), which correspond to shear and com-
pressional head waves, respectively. The associated contribu-
tion to the attenuation factor is given by the following inte-
gral:

a;(w) + ay(w)

0,2 k4 x?+l
e m dx' Wikx')
27 5 det Ly(x) x-1

ox

M(x?,x? -x")

: 24
det Lo(x) - x") @4

In the region of x'elc,/c?=1;¢,/c?=c,/clUle,/c)
+c,/cpiel c?+1J the attenuation is due to scattering of the
mode i into shear head waves which propagate in the elastic
medium. In the the region x" €|c,/c?~c,/c;;¢,/ ¢V +c,/c)] the
attenuation is primarily due to modal scattering into head
compressional waves.

The form of Egs. (23) and (24) suggests that the behav-
ior of the modal attenuation coefficient is controlled by the
roughness correlation function, W(k), scattering strength co-
efficient, M(x,x), and the first derivative, ddet Lg(x)/dx,
taken along the phase curves. The spectrum of the roughness
correlation function depends on ka=wa/c,, and the scatter-
ing amplitude depends on the parameters kR,=wR/c, kR,
=wR,/c,. Therefore, the two scale ratios, ka and kR, (kR,
~kR,), control the overall behavior of the modal attenuation,
whereby the forward scattering strength of mode i is only
controlled by the scale kR, ~kR,. However, if we take into
account that the phase curves are more closely grouped at
high frequencies then this behavior will be specific wholly
for forward partial attenuation coefficients. Thus it is conve-
nient to carry out the analysis of partial attenuation coeffi-
cients due to forward and backward scattering at the two
different scales kR, and k,a, respectively.

It is convenient for comparison to normalise the partial
attenuation coefficients. Considering that the partial attenua-
tion coefficients are proportional to olk? and the roughness
correlation spectrum W(k) «<a [see Egs. (23) and (24)], it is
sensible to adopt the normalization factor of (o2a/ R?), which
has the dimension of per meter. In this case, the amplitude of
the forward-scattering strength becomes independent of
the form of the roughness correlation function and the corre-
lation length. We note that the proposed choice of the
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normalization factor is not universal and its choice depends
on the type of the correlation function and scattering type.

lll. RESULTS

The earlier expressions have been used to predict the
phase velocity and overall attenuation for several modes
propagating in a water-filled concrete pipe with the following
characteristics: longitudinal wave speed in concrete c¢;
=4500 m/s, shear wave speed in concrete, ¢,=2500 m/s,
density of concrete, p=2000 kg/m?, sound speed in water,
c;=1500 m/s, density of water, p,=1000 kg/m?, inner pipe
radius, R;=0.5 m and outer pipe radius, R,=0.6 m. Figure 2
presents the frequency dependent phase velocity of several
eigenmodes propagating in the pipe with smooth, elastic
walls. Figure 2 also presents the results for the equivalent
borehole for which R, — .

The results illustrate a case of modal transformation
when the Stoneley wave in the borehole with semiinfinite
walls is transformed in the so-called @-mode in the pipe with
finite wall thickness.***** The first Lamb mode in the bore-
hole is transformed in the so-called B-mode in the pipe
which does not have a cut-on frequency and can be generated
at very low frequencies of sound (see Fig. 2). The higher-
order modes in the borehole undergo direct transformation
into the corresponding higher-order Lamb modes in the pipe.
Detailed analysis of the behavior of these modes can be
found in Refs. 12-14.

In the higher frequency limit the behavior of the eigen-
modes in the pipe and in the borehole are asymptotic. The
phase velocity of the Stoneley wave in the borehole in the
higher frequency range asymptotically approaches the wave
speed in the fluid and remains greater than the phase velocity
of the a-mode in the pipe. The major difference in the modal
behavior between the borehole and the pipe is that the phase
velocity of the higher-order modes at the cut-on frequencies
in the pipe is equal to infinity, fastly drops to the longitudinal
speed of sound in the wall material and reduces with the
frequency to the sound speed in the fluid, whereas the phase
velocity of these modes in the borehole at the cut-on fre-
quencies is equal to the speed of a shear wave in the sur-
rounding medium. Therefore, the cut-on frequencies in the
pipe and in the borehole are determined wholly by the lon-
gitudinal and shear wave speeds in the wall material, respec-
tively.

Figure 3 presents the frequency dependence of the par-
tial attenuation coefficients [Eq. (24)] in the water filled pipe.
For comparison, Fig. 3 also presents the partial attenuation
coefficients for the Stoneley wave in the borehole. The fol-
lowing roughness correlation function was used to obtain
this set of results:

Wx) = e, W(k) = a\me k074, (25)

The data for the partial attenuation coefficients are normal-
ized by the factor O'Za/R‘I1 and presented for a range of ratios
of the roughness correlation length to the inner pipe radius,
a/R;. The modal attenuation due to the forward- and back-
scattering is controlled by the roughness correlation length
and by the inner pipe radius. Therefore, the frequency scales
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in these graphs are different and normalized by a/c,; and
R, /c,, respectively. The results presented in Fig. 3 show that
the modal attenuation due to the wall roughness is a combi-
nation of the forward- and backscattering of the a-mode into
itself and in other higher-order modes. In the case of the wall
roughness with a small correlation length, i.e., a/R; <1, the
backscattering is the dominant mechanism of attenuation. As
the ratio a/R; increases the modal attenuation due to
forward-scattering becomes more pronounced and dominates
for a/R;=1. The results also suggest that for a/R;>0.1 the
attenuation due to backscattering is more pronounced in the
low frequency range whereas the attenuation due to forward-
scattering is more pronounced at the higher frequencies of
sound.

In general, the effect of the wall roughness on the acous-
tic attenuation due to cross-modal scattering in the pipe is
greater than that in the borehole. It is interesting to note that
there is a strong resemblance in the spectra for the modal
backscattering coefficients in the borehole and in the pipe.
However, the spectra for the forward-scattering coefficients
for these two cases are markedly different, particularly in the
low frequency regime. Figure 4 replots the data shown in
Fig. 3 using the logarithmic scale to illustrate the functional
dependence of the attenuation coefficients. The results pre-
sented Fig. 4 suggest that in the low frequency regime in the
pipe the attenuation of the a-mode in itself, and in the
B-mode due to backscattering by the wall roughness, can be
described by a quadratic function of the frequency. A similar
behavior is observed in the case of the Stoneley wave in the
borehole. The behavior of the attenuation due to the forward-
scattering of these modes shown in Fig. 4 is considerably
different between the cases of the pipe and borehole. The
behavior of the forward-scattering attenuation of the a-mode
is also quadratic and by several orders of magnitude exceeds
the analogous attenuation of the Stoneley wave in the bore-
hole.

IV. CONCLUSIONS

A set of analytical expressions for the partial attenuation
coefficients of axisymmetric eigenmodes in a cylindrical,
elastic, fluid filled waveguide with a statistically rough elas-
tic wall has been derived using small perturbation theory.
These expressions relate explicitly the mean roughness
height, standard deviation, and correlation length with the
forward- and backscattering modal attenuation coefficients
of the acoustic modes in the filling fluid. An analysis of the
frequency-dependent attenuation coefficients and the ratio
between the roughness correlation length and the inner ra-
dius of the pipe is made for different correlation functions of
roughness. It is shown that two scale parameters control the
overall behavior of the modal attenuation coefficients. These
are the a/\ and R;/\, where a is the roughness correction
length, R is the inner pipe radius, and N\ is the acoustic
wavelength.

Numerical results for sound propagation in a pipe and in
a borehole with statistically rough, elastic walls have been
obtained and discussed. It has been shown that in the case of
a wall roughness with a small correlation length, i.e., a/R;
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FIG. 4. (Color online) The results from Fig. 3 replotted on a logarithmic scale.

<1, backscattering is the dominant mechanism of modal at-
tenuation. The forward-scattering mechanism of modal at-
tenuation is dominant for a/R;=1. For a/R;>0.1 the back-
scattering attenuation can be more pronounced in the low
frequency regime, whereas the forward-scattering attenuation
is more pronounced at the higher frequencies of sound. It has
been observed that the effect of the wall roughness on the
acoustic attenuation due to cross-modal scattering in the pipe
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is greater than that in the borehole and that there is a resem-
blance between the spectra of the backscattering attenuation
coefficients. The behavior of the forward-scattering attenua-
tion coefficient in the pipe and in the borehole is consider-
ably different across the considered frequency range.

The results obtained in this work can be used to develop
a method for the noninvasive inspection of the wall quality
in pipes and boreholes from attenuation data. The predicted

Maximov et al.: Wave attenuation in rough elastic waveguide



modal frequency-dependent attenuation behavior is linked
strongly to the statistical parameters of the wall roughness
and could thus be used to determine the roughness mean
height and dominant correlation length in practical situa-
tions.
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APPENDIX A: BOUNDARY CONDITIONS ON THE
INNER SURFACE OF A ROUGH PIPE

The expressions for the local normal and tangential vec-
tors to the pipe surface can be presented in the following
forms:

2
ﬁ=(cosa,sina):(1,_ag_iz)>/ 1+<<9z_iz))’
;'=(—Sina,cosa)=<—an—(z),1>/ 1_,_('977_@)2'

0z oz

(A1)

Here a is the angle between the local normal 7 and the mean
normal direction to the inner wall (see Fig. 1). The previous
equations can be reduced to

(o, + 0 1) [gep=— P sin a

(0,1, + 0,1 |y ) = — P cos a. (A2)

The components of the stress and displacement tensor can be
expressed via the displacement potentials for the longitudinal
and shear waves written in a system of cylindrical coordi-
nates

N Fo

c,2 o’

o= M(zﬁ LSO 2@),

ardz - 2o o

@_ﬁ)

o,=2
" M( ar*  droz

5 (o'fzgo 19y a%p) \ P
g,.= —t+——+— |+ 55—,
R A=
_de_ W _dp 1y a3)
"oor 97 9z roor’

where u, N are the Lame coefficients and second derivatives
by radius are expressed by use of wave equations (1), for the
potentials. The pressure and displacement potential in the
fluid are related by the expression
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Ter

. (A4)

P=_pf

Making use of Egs. (A1)—(A4) we can present the boundary
conditions (2a) and (2b) in the following form:
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Assuming that the roughness is small, i.e., |7(z)| <\, and
applying the Taylor series expansion near the mean internal
radius r=R; we obtain

n(z)+

r:Rl

fr=Ry+ ) =fir=R)+ L
r

Neglecting any second order terms with respect to 7(z) in
Eq. (A5) we obtain
s Fy 15
228,24, 128
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gz R ar 7)oz

Applying the time and spatial Fourier transform along the
z-axis to Eq. (A6) yields
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k=k=k., Q=20-k, =20~k
..12v=]'€2_k12" j=l,s,f, ks=w/cs’ klzw/cl,

and 7(k)=[*"dxe ™ 5(x) is the spatial Fourier transform of
the boundary roughness.

APPENDIX B: COMPONENTS OF MATRIX OPERATOR
L,(k, K

The matrix operator L,(k,k) has the following compo-
nents:

Lll = —2lk,&k?7f,
p

1
2T
R,

~ | B
Liy=—2ikvK) +2ik’' ((k,2 — K+ ;5,K’1> ,
1

Ly, =2k} + 2ik’ ((k% — DT, -
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Ly =~ (I;vp+ K'kI,),  Lyp= ] + Kk,

L33 = ’lel?ll + k';l?é,

Ly = i(kK! + K'K,),  Lys=—i(kI! + k' B,[5).

s

In the previous expressions the following notations are used
to denote the modified Bessel functions of first and second
kind:

L(vR)=1j.,, K,vR)=Kj, n=0,1,

i=fls, j=1,2.
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Low frequency wind noise contributions in measurement
microphones
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In a previous paper [R. Raspet, et al., J. Acoust. Soc. Am. 119, 834-843 (2006)], a method was
introduced to predict upper and lower bounds for wind noise measured in spherical wind-screens
from the measured incident velocity spectra. That paper was restricted in that the predictions were
only valid within the inertial range of the incident turbulence, and the data were from a measurement
not specifically designed to test the predictions. This paper extends the previous predictions into the
source region of the atmospheric wind turbulence, and compares the predictions to measurements
made with a large range of wind-screen sizes. Predictions for the turbulence—turbulence interaction
pressure spectrum as well as the stagnation pressure fluctuation spectrum are calculated from a form
fit to the velocity fluctuation spectrum. While the predictions for turbulence—turbulence interaction
agree well with measurements made within large (1.0 m) wind-screens, and the stagnation pressure
predictions agree well with unscreened gridded microphone measurements, the mean shear—

turbulence interaction spectra do not consistently appear in measurements.
© 2008 Acoustical Society of America. [DOI: 10.1121/1.2832329]

PACS number(s): 43.28.Dm, 43.28.Ra, 43.28.Vd, 43.50.Rq [GCL]

I. INTRODUCTION

In an earlier paper1 we argued that wind noise measure-
ments near the earth’s surface should be bound between the
stagnation pressure measured on a smooth object in the flow
and by the turbulence—turbulence interaction pressure as cal-
culated by Batchelor.” The stagnation pressure fluctuation
and turbulence—turbulence interaction pressure fluctuation
spectra in the inertial range were then predicted based on the
measured wind velocity turbulence spectrum and compared
to measurements of wind noise. The calculations in the ear-
lier paper were limited to the inertial range of the turbulence
and it was assumed that the mean shear—turbulence interac-
tion pressure was negligible. However, extrapolation of the
inertial range results from George et al® indicates that the
mean shear—turbulence interaction pressures could dominate
at low wave numbers. In this paper we extend the three pre-
dictions into the source region of the turbulent flow so that
the results may be applied to infrasonic measurements.

The turbulence—turbulence and mean shear—turbulence
interaction pressures are intrinsic to the turbulent flow. These
contributions are the pressure fluctuations that would be
measured if we could construct a perfect wind-screen, which
could eliminate all pressure fluctuations due to local interac-
tions of the turbulence with the surface of the wind-screen.
The sum of the turbulence—turbulence and mean shear—
turbulence interaction pressures represents a lower limit on
the wind noise reduction that can be achieved by a compact
wind-screen. The two intrinsic pressure contributions have
scales which are comparable to the velocity turbulence

“Electronic mail: jwebster @olemiss.edu.
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scales. At low frequency, the correlation length of the intrin-
sic pressure fluctuations is much larger than a typical wind-
screen.

The stagnation pressure is thought to represent the maxi-
mum pressure fluctuation generated when a bluff object, the
microphone or microphone wind-screen combination, is
placed in a turbulent flow and interacts with the incident flow
field. The measurements of Ref. 1 showed that the fluctuat-
ing pressure levels measured by an unscreened gridded mi-
crophone in the flow were well predicted by the calculated
stagnation pressure term in the inertial range of the turbu-
lence. Current theories of wind noise reduction by spherical
wind-screens assume that the dominant pressure fluctuation
is generated locally at the surface of the wind-screen.*” The
pressure measured by a microphone at the center of the
wind-screen is predicted to be the pressure fluctuation aver-
aged over the entire surface of the wind-screen.”® The prin-
ciple mechanism of wind noise reduction is the variation in
phase of the locally generated pressure fluctuations. At low
frequencies, the phase distribution is assumed to be the
steady state pressure distribution, while at higher frequencies
the correlation length is inversely proportional to the
frequency.4 As the wind-screen size is increased, the averag-
ing area is increased and the wind noise reduction increases.
The basic assumption in either case is that the scales of the
locally generated pressure fluctuations are much smaller than
the scales of the same frequency turbulent flow away from
the wind-screen. The stagnation pressure and locally gener-
ated pressure fluctuations have much higher amplitudes than
the intrinsic pressure fluctuations in the inertial range.

In this paper we have measured the pressure fluctuation
levels in the bare gridded microphone and in a series of
different size spherical screens. If the scales of the intrinsic
and locally generated pressure are correctly estimated above,

© 2008 Acoustical Society of America



then increasing the size and area of the wind-screen will have
a large effect in reducing the average level of the locally
generated pressure fluctuations and a much smaller effect on
the large scale intrinsic pressure fluctuations. If the surface
contributions are reduced sufficiently by increasing the wind-
screen size, then the turbulence—turbulence and mean shear—
turbulence pressure fluctuations may become the dominant
contribution to the measured wind noise.

Much of the theoretical work in this paper is based on
that presented by George et al’ George et al. compared pre-
dictions of the turbulence—turbulence interaction pressure
and mean shear—turbulence interaction pressure based on tur-
bulent velocity measurements to pressure measurements
made by a streamlined probe in a laboratory turbulent shear
flow. We will apply their theories and our calculation of the
stagnation pressure spectrum to study the wind noise contri-
butions on bare, gridded, and a series of different size
screened microphones in outdoor turbulent wind. In Ref. 1
our conclusions were limited because the largest wind-screen
was not mounted at the same height as the other micro-
phones and the ultrasonic anemometer used to measure the
fluctuating wind velocity components. In addition, the acous-
tic transmission characteristics of the largest screen were not
measured so there were uncertainties in interpreting the mea-
surements.

The predictions are compared to wind noise measure-
ments using laboratory grade, low frequency microphones
(0.07 Hz) deployed in a variety of bare and screened ar-
rangements at 1.0 m above the ground. The wind-screens are
all nominally spherical. The smaller screens are standard
open cell plastic foam while the larger (60 and 100 cm) are
constructed of fiberglass wool.

Il. THEORY
A. A spectral model for turbulence

George et al® use the von Karman spectrum to model
the turbulence in a free jet. The one-dimensional spectrum in
the direction of flow is given by

18 ad®\

Flik) = o=
k) = S T

(1)
where « is Kolmogorov’s constant taken as 1.5, € is the
mean energy dissipation per unit mass of fluid, A is a length
parameter determining the location of the transition from the
source region to the inertial range, and is related to the lon-
gitudinal integral scale [ as

A =0.961, (2)

18/55 is a constant relating the three-dimensional energy
spectrum to the one-dimensional spectrum and is an appro-
priate value for a one-sided spectrum with the wave number
in the direction of flow k; ranging from O to +cc. The von
Karman spectrum is appropriate for purely mechanical tur-
bulence.

Kaimal’ and H;z)jstrup8 have developed models for ve-
locity spectra measured outdoors where the turbulence arises
from convective heating terms in addition to the mechanical
terms. In this case the spectra depend on additional factors
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such as the roughness length, the stability of the atmosphere,
and the inversion height. H¢jstrup9 has also developed mod-
els for unstable conditions downstream from changes in
roughness and heat flux which may be more appropriate for
our measurement site at Clegg Field—Oxford University
Airport.

Our velocity spectra were taken over 15 min periods
under unstable, unsteady conditions. The 15 min period was
chosen as appropriate for short-term acoustic measurements
while still being long enough to examine low frequency con-
tributions to the wind velocity and infrasound spectra.

Figure 1 displays the power spectral density of the wind
velocity on the average wind direction during four measure-
ment periods. We have not observed separate convective and
mechanical contributions to the spectra as described by
Hgjstrup’s model. This is due to our relatively short sample
times and possibly terrain and vegetation factors. Although
Clegg Field is relatively open, there are terrain changes
within 100 m of the measurement site.

All of our measured data sets displayed an inertial range
with an approximately k= slope and a near constant source
region. We found that our spectra could be fit to the curve

C

F}I(kl) = m'

3)

C and \ are now fit parameters which are used to best match
Eq. (3) to the measured velocity spectra, and cannot be in-
terpreted in terms of Kolmogorov’s constant and the mean
dissipation. k; is calculated from the measured frequency and
average wind velocity in the direction of flow using Rey-
nold’s frozen turbulence hypothesis: k;=2mf/U. Equation
(3) matches the form of the von Karman spectra, but the
constants are determined empirically and are not those of
von Karman.

This choice is convenient since the calculations by
George et al. of turbulence—turbulence and mean shear—
turbulence interaction spectra from the fit to the velocity
spectrum can be used to analyze our wind noise spectra with
minimal modifications.

Throughout this paper we have retained C and \ as the
fit parameters to our data. Integration of Eq. (3) yields a
relationship between the mean square velocity fluctuation in
the direction of flow and the fit parameters

¢

N (4)

ul=2.103

This relation is useful for relating the results of this paper to
other atmospheric conditions.

B. Turbulence—turbulence and mean shear—turbulence
interaction pressure

George et al’ develop calculations for the turbulence—
turbulence interaction pressure spectrum and the mean
shear—turbulence interaction pressure spectrum for the von
Karman spectrum. Both calculations are based on the
Navier—Stokes equation applied to incompressible flow,
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FIG. 1. Measured velocity spectra with fit spectra. The velocity spectra are used to predict the pressure spectra displayed in the corresponding figures: (a) Fig.

6, (b) Fig. 7, (c) Fig. 8, and (d) Fig. 9.

1V2p __ (92u,»uj - (5)

p 9x; 9 X;
First the Green’s function solution is used to form an integral
equation for the pressure fluctuations in terms of derivatives
of the average velocity and the fluctuation velocity compo-
nents. The average velocity is restricted to a unidirectional
flow with constant mean shear. We assume that the shear is
changing slowly enough at our measurement height so that
this will be valid for our measurements. Next the cross cor-
relation of the pressure at two points is formed in terms of
the cross correlations between velocity components.

Then the three-dimensional Fourier transform of the
equation is performed resulting in

1 K | kikk,
EF,,,,(k) :4K2L{41;F2,2(k):| + 21[{ o (F3 (k)

k4
Kk kk,
- F2,lm(k)):| + #Fij,]m(k)' (6)

K is the mean shear of the flow in m/s/m, and F, ,, F, ;,,, and
F; 1,x are the three-dimensional Fourier transforms of the ve-
locity correlation functions:

Bz,z(l‘) =uy(y)uy(y + 1),

By 1n(r) = u(y)uy(y +1)u,, (y + 1),
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By im(r) = u(y)u(y)u,(y + r)u,,(y +r)

= u(y)u;(y)uy + v)u,(y +r). (7)

The mean flow is in the 1 direction and the gradient of the
mean flow is in the 2 direction. In Eq. (6) F,,(k) is the
three-dimensional Fourier transform of the pressure fluctua-
tions, the first term on the right-hand side is the second mo-
ment mean shear—turbulence interaction contribution, the
second term is the third moment mean shear—turbulence in-
teraction term, and the last term is the turbulence—turbulence
interaction terms. George notes that the second term is zero
for isotropic turbulence. We have assumed that its contribu-
tion is negligible compared to the second moment term, al-
though the justification for this is weaker for anisotropic at-
mospheric turbulence at low wave numbers than for
George’s laboratory measurements.

In the absence of detailed information we follow George
and assume that the general forms for the velocity spectra are
related like isotropic turbulence and that the relations derived
by Batchelor for isotropic homogeneous turbulence may be
used to simplify the above-presented expressions.

Kraichnan'® has calculated the effect of anisotropy on
the pressure field in homogeneous turbulence. He found that
anisotropy produced only small reductions in the predicted
pressure fluctuation fields. If we assume his analysis is ap-
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plicable to the turbulence fields of this study, the predictions

here represent a small overestimation at low wave numbers.
The velocity spectra F; (k) are given in terms of the

three-dimensional velocity spectral function E(k),

k kik;
Fo(k) = %[@j— pﬂ} (8)

where E(k) is the spectral energy density per unit mass,

BW=3 f f Fo(W)do (k). 9)

The integration in Eq. (9) is performed over the area of the
spherical shell of radius k in wave number space.

The last step in the analysis forms the one-dimensional
spectrum along the direction of flow by integrating the three-
dimensional spectrum over the k,, k5 plane.

For isotropic turbulence with a power spectral density
given by Eq. (3), the energy spectrum is given by

C

Bt —
B =0 [1+(kn)2]176"

(10)

The mean shear—turbulence interaction pressure spec-
trum in the direction of flow is

55
Fopn(k) = K297 2 KEONT + (kN2 (1)

where J; and J, can be expressed in terms of the nondimen-
sional variable y=k\:

J =f < e (12a)
1 " 1 +X2]17/6

o dy
Jr= J;n X3[1 +X2]17/6' (12b)
K is the gradient of the average wind speed at the observa-
tion height. C and N\ are determined by fits to the measured
velocity spectrum in the average wind direction.

We did not measure the wind velocity profile to deter-
mine K. In Chap. 6 of Ref. 11, Panofsky and Dutton present
models for estimating the wind profile as a function of wind
speed, surface roughness, and atmospheric observations. The
Monin—Obukhov length is estimated from observation of
surface conditions, time of day, cloud cover, and wind speed.
For our unstable conditions, we found that estimating the
slope of the wind velocity profile using the simple logarithm
profile provides an upper limit to the value of the derivative
at our 1.0 m observation height and that the more compli-
cated Businger—Dyer formula produced at most a 15% re-
duction in the gradient. With the experimental uncertainties
and nonideal site, use of the more complicated formula was
not justified. In addition, earlier measurements of the wind
velocity profile over a smooth flat plate at Clegg Field were
well fit with the logarithmic proﬁle.12

The formula for K at 1.0 m is derived from the logarith-
mic profile:
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U(z)

=—-7, z=1.0, 13
Zln(Z/Zo) ( )

where z;, is the roughness length taken as 0.01 m for mown
grass surfaces. "’
The turbulence—turbulence interaction pressure spectrum

is given by
Fl (k):2—l7/6<§C >2wa7/3dX 0 I(a)y19/6dy
ppt\*1 N 18 P " o [1+X2y2]17/6’
(14)
where
186 624 , 1728
= _ NY6 _ (4 —1)16
(a) [ pr—— 143][(a+) (a=1)"]
31104
= 5005 al(a+ 1)V +(a-1)"°], (15)
and
1+ (kN1 +y?
_ L+ ()" (A +y7) (16)

2y(k\)?

For numerical evaluation, the integrals in Eq. (14) can be
performed once to give the integrals as a function of y;. The
value of F Iljp, is then evaluated as a function of k; using the
relation k;=y;/\ in terms of the fit parameter \.

C. Stagnation interaction pressure

The source equation for pressure in an incompressible
flow can be derived in an alternative form by taking the
divergence of the Navier-Stokes equation in vector form and
applying the continuity equation.13

1 1
_v2p=v2<§v2)-v.[v><v><v]. (17)
p

If wind impinges on a bluff body, such as a wind-screen, the
dominant term under some conditions will be the change in
the magnitude pV?/2 from the free stream to the front sur-
face of the bluff body. If the second term is neglected, Eq.
(17) can be integrated to give Bernoulli’s equation. We will
discuss the validity of this approximation in regard to experi-
mental results in Sec. IV.

Bernoulli’s equation,

P(t) = %sz(t), (18)

can be expanded in terms of the average wind velocity U and
the fluctuating components u;:

1 1
P(t)=5pU2+pUu1+5pu,-u,-. (19)

To derive the pressure spectral density in terms of the fit to
the measured average velocity and one-dimensional spec-
trum of the wind velocity fluctuation in the direction of flow,
we follow George’s method of calculation.

First, the mean pressure is calculated:
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1 1
P(1) = EpU2 +pUu; + S puit;- (20)

Equation (20) c can be simplified by assuming isotropic turbu-
lence so that u? —u for any i. Since the mean of the fluctua-
tion velocity in the flow direction (ul) is zero, Eq. (20) can
be written

— 1 3
P(t)= =pU* + ~pu’. 21
(1)=ZpU"+ Spu 1)

This is subtracted from Eq. (19) to give an equation for the
fluctuation pressure alone,

1 3
p(0) = pUuy + - puitt; = = pu’. (22)

Next, the spatial correlation function is formed:

pp' 1 3 1 3
%—(Uu1+—uiui——u2)<Uul+ —uu —
p 2 2 2% 2

2), (23)

where the unprimed quantities are evaluated at the origin and
the primed quantities at position r. Using the homogeneity
condition, this becomes

!

pp 1
=5 = Vluyu; + Z(”iui_

3u2)(uj’u]' -3u'?). (24)
This relation can be expressed in terms of the cross correla-
tions of the velocity components B, and B;; ;; and the cross
correlation of the pressures B,,,

lljj

1
P12 0P, )+ B 1), (25)

The spectral densities of the pressure and velocity mo-
ments are three-dimensional Fourier transforms of the cross
correlations:

F ‘(k) 1

;2 UZFI l(k) + Fll jj(k) (26)

where F| | is the spectrum of the #; component of the veloc-
ity.

The fourth-order moments are calculated by assuming
they can be related to the second-order moments as if they
were Gaussian,z’3

Fij,lm(k)=JFi,l(k_k,)Fj,m(k,)d3k, +jFi,m(k

~K)F; (K")dk'. (27)
Assuming isotropy, the three-dimensional velocity spectra in
terms of the velocity spectrum function E(k) are given by Eq.
(8). Combining Egs. (8) and (27) and substituting into Eq.
(26) gives

Fpps(K) 1 E(k-k')E(K")
P — = UPF| ,(k f k
2 1l )+32ﬂ_2 k- k'[*k"2 [l
k' + (|k|cos 6 - [k'|)*]d°k’, (28)

1264 J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

where 6 is the angle between k and k'. If we apply spherical
coordinates, d°k’ =2k’? cos 6dk’, we can write

Fp(k) 1
”2() UZFll(k)"'
p 167
“ (M E(k-K')EK) (K +2k'?
X J f ( DE( )ﬁ )dxdk’
0 Joi lk-k'|
o 1 ’ ’ ’
E(k —K'|)E(K)4kk
_ff (e = KDEMDIKK'x | e
lk-k'|
o 1 2 "N1L2.2
E(k -K'|)EK)k
+f f (k- KD ,(4) L dxdk' |, (29)
0 k- k'|

where x=cos 6.
Equation (10) is used for the energy spectrum, and the
variable a defined as in Eq. (16), and y is defined as y

=k'/k. Then F,,; can be written as the sum of U2F1,1 and

three double integrals in x and y. After integrating out the
angular dependence:

55 2 )\7/3k4/3
i

18

_2& UzFl (k) 2—29/6(
p* T

“ y7/6
) Uo A0+ (onsayeLh @ + 1@y

fw y19/6
+ P I ————— (a)dy
o 201+ ()7

“ y13/6
0 W)zyz]n/élz(a)d)’} ; (30)

where

@) == Ta+ )70 = 1717), 61

I(a)= g[(a +1)0—(a-1)7+ a[— %[(a +1)7116

—(a- 1)‘”“’]], (32)

I3(a) = az[_ %[(a + 1) (q- 1)—11/6]]

6
- Za{— g[(a +1)—(a- 1)_5/6]}
+6[(a+1)"0—(a-1)"°]. (33)
To compare to measurements, an expression for the one-

dimensional spectrum must be generated from the three-

dimensional spectrum F), ;. This is accomplished by integrat-

ing over the k, and k5 variables,
ppé(k )= ﬂ F,s(K)dkydks. (34)
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FIG. 2. The geometry used to simplify the integral in Eq. (30). Integration in
the k,, k3 plane is replaced by integration over k from k; to % for each value
of k.

The double integral over the k,, k3 plane can be rewrit-
ten as a single integral by considering the geometry shown in
Fig. 2. Since the turbulence is isotropic, the integral in the
fixed k; plane can be done in polar integrals. Examining Fig.
2 shows

2=+ k"2, (35)

and
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FIG. 3. Comparison of terms in the stagnation equation [Eq. (39)]. The
dotted line is the first term, the dashed line is the second term, and the solid
line is their sum. For small wave numbers, the stagnation spectrum can be
estimated using the (much easier to calculate) first term.

2k'dk' = 2kdk, (36)

where k is the total wave number vector magnitude, and k' is
the polar magnitude. It follows that the integration over the
plane can be written as

pps(k )= wak Fpps(K)kdk, (37)

The stagnation interaction spectrum is now given by

Y"1 (a) + I3(a)) +2y"7°1,(a) - 4y13’612<a)

)\7/'5 o
) 29/6 f k7/3dkf
2 kq 0

ppv(k ) P U2F1 l(k )+(

where F ;(k;)is the one-sided measured velocity spectrum in the mean flow direction, and

pressure spectrum in the direction of flow.

[1 + (kk)2y2]17/6 y’ (38)

F ;psl(kl) is the one-sided stagnation

The calculation of the second term in Eq. (38) can be simplified by performing a change of variables as described in Sec.

II B:

Ty (@) + I3(a) + 2"°T (a) - 4T, (a)

55
2 713
F, (k) = p’U°F 1(k1)+( SPC) 229/6)\J‘ dx J

As before, the integrals in Eq. (39) can be calculated once
and used for each measurement set by scaling with C and A.

The result of Eq. (39) is shown in Fig. 3 along with the
first and second terms shown separately. In the source region
below 0.1 m~!, the much simpler pUu term is an accurate
estimation of the pressure spectrum.

As a check, the turbulence—turbulence prediction and the
stagnation pressure prediction were compared to the corre-
sponding inertial range predictions from Ref. 1. Figure 4
shows that the two sets of predictions agree very well in the
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[1 + X y2]17/6 (39)

inertial range, and diverge as expected in the source region.

lll. PREDICTIONS AND FITS

Since the predictions all have the common form of
power law behavior at high and low wave number with a
transition scale corresponding to X of Eq. (3), they all can be
fit with the forms analogous to Eq. (3). We provide the fits
for discussion of the nature of the solutions and for use by
others. In this section we have set p=1.2 kg/m?>.
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FIG. 4. Comparison of predictions for stagnation pressures and turbulence—
turbulence interaction pressures from Ref. 1 (dotted lines) with correspond-
ing predictions from this paper (solid lines).

A. Mean shear—turbulence
)\Z(kl)\)SB
[1+ 1.622(k\)2]83

(k;) =7.380CK> (40)

1
F ppm
At low wave numbers the mean shear—turbulence interaction
spectrum increases as k>3, at high wave numbers it decays as
k'3 The equivalent scale factor determining the transition
range is

Ay = 1.273\. (41)
The peak of the mean shear—turbulence spectrum occurs at

slightly lower wave numbers than the transition from the
source to the inertial range of the velocity spectrum.

B. Turbulence—turbulence

c? 1
F (k)=0811— 56 - (42)
rp N [1+0.1792(k;\)?]

The turbulence—turbulence pressure spectrum is constant at
low wave numbers and decays as k~/3 power at high wave
numbers. The transition scale is given by

Ap=0.4233\, (43)

so the transition to the source region occurs at significantly
higher wave numbers than for the velocity spectrum.

C. Stagnation pressure

1.44U%C 1.451C?
+ .
[1+ (kN2 A[1+0.1129(k;\)?]6

Fpkp) = (44)
The first term is just 1.44U? times the velocity spectrum and
follows the behavior of the velocity spectrum. The second
term has a constant source region at low wave number and a
k™3 decay at high wave number. The transition in the second
term is determined by the scale

As=0.3360\, (45)

so the transition from the source region to the inertial region
occurs at a higher wave number than the velocity transition.
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For our measurements near the earth’s surface in un-
stable conditions, the second term in the stagnation pressure
only contributes in the inertial range, but its contribution is
significant in that region.

D. Relative values of the terms

For our measurements, the mean shear—turbulence inter-
action term is predicted to be negligible except for a peak in
the transition region. Under less turbulent conditions the co-
efficient C could be much smaller and the predicted mean
shear—turbulence interaction pressure could become domi-
nant over a larger range. The leading term in the stagnation
pressure would also increase in relation to the other terms
under less turbulent, higher average wind conditions.

IV. MEASUREMENT AND ANALYSIS

The experimental data presented here were taken at
Clegg Field—Oxford University Airport in Oxford, MS.

Wind velocity measurements were taken with a Gill In-
struments R3A-100 Ultrasonic Research Anemometer
mounted approximately 1.0 m from the ground. This an-
emometer has an internal sampling rate of 100 Hz and can
measure down to 0 Hz. It outputs data in the form of volt-
ages proportional to the x, y, and z components of the wind
velocity.

Four wind-screens were used in the measurements: two
spherical open cell polyurethane foam screens with diam-
eters 9 and 18 cm, and two fiberglass screens with diameters
60 and 100 cm. The fiberglass wind-screens were con-
structed by removing the paper backing from home insula-
tion type fiberglass and rolling it into balls. They were ap-
proximately  spherical. The acoustic  transmission
characteristics of the fiberglass screens were measured and
the screens were determined to be acoustically transparent up
to at least 100 Hz.

Pressure measurements were taken at 1.0 m above
ground using Briiel & Kjar type 4193 1/2 in. microphones
powered by Nexus brand conditioning amplifiers. The fre-
quency responses for these microphones drop off below
0.07 Hz, but the low frequency cutoff of the pressure data is
0.1 Hz, which is set by the high pass filter in the Nexus. All
data reported herein were taken with the microphones ori-
ented vertically.

All of the sensors were connected to a National Instru-
ments AD/DA data acquisition card controlled by a program
written in LABVIEW. Unless otherwise noted, each data run
lasted 900s and was taken at a sample rate of
200 samples/s. After acquisition, all data analysis was done
within MATLAB.

Power spectra were generated in the same manner as in
Ref. 1. Each data set was broken into nonoverlapping blocks.
Each block was detrended and windowed before its power
spectral density (PSD) was calculated. Finally the average of
the block PSDs was calculated and converted from fre-
quency to wave number space. Pressure spectra were broken
into blocks of size 4096 points as a compromise between
good averaging and good resolution, while the velocity spec-
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TABLE 1. Screen size, U, U, and fit parameters N and C for various
graphs.

Figures Screen diameters  U(m/s) Ups N C

1(a), 6 Grid and 0.09 m 4.35 1.40 11.96 7.16
1(b), 7 Grid and 0.18 m 2.65 1.08 5.38 1.32
1(c), 8 Grid and 1.0 m 2.98 1.49 9.33 8.96
1(d), 9 0.60 and 1.0 m 441 1.61 11.30 7.60

tra were generated with all 180,000 points with no averaging
in order to retain the low wave number components.

The windowing of the data blocks was done using a
Hamming window. This choice is in accordance with the
recommendation by Kaimal and Kristensen,14 who noted that
the spectra derived from short, untapered time series consis-
tently overestimated the power spectra generated from much
longer samples. This overestimation indicates that an appro-
priate windowing function should be employed, especially
when the length of the time series is small compared to the
period of the oscillations being measured. Furthermore, it is
important to choose a windowing function with spectral
slope greater than the spectral slope of the data. Doing oth-
erwise leads to an overestimation of the power spectrum at
low frequencies. Since the slopes of the velocity and stagna-
tion spectra are —5/3 in the inertial subrange, the Hamming
window, with a spectral slope of -2, was shown by Kaimal
and Kristensen to be an appropriate choice when analyzing
outdoor wind spectra. Differences in the spectra with and
without the use of the Hamming window were minor.

The velocity data from each measurement were fit using
a least chi-squared approach to Eq. (3) with A and C as fit
parameters. Since the spectra obey a —5/3 power law in the
inertial range, the values at high wave numbers can be six
orders of magnitude smaller than those at low wave num-
bers. In this paper, each data point was multiplied by its
corresponding wave number k. The adjusted data were then
fit to Eq. (3), also multiplied by k:

Ck

k) = o e

(46)
When the fits are plotted on the full frequency range of the
data, the spectral fluctuations at high wave numbers make it
difficult to determine how well the fits match the data. If the
spectra are averaged over shorter blocks of data, agreement
between the data and the inertial range fit is achieved. In
meteorology, kF(k) is often plotted with a log—log scale in
order to emphasize the peak contribution to (U2 ).

Figure 1 shows example plots of the velocity spectra
taken simultaneously with the pressure data plotted below.
No averaging was performed in order to retain the low fre-
quency portion of the spectrum. Table I lists the overall mean
wind speed along with the rms values of the turbulent fluc-
tuations for each run.

Initially, stagnation measurements with unscreened mi-
crophones were performed with the protective grid removed.
This resulted in measured pressure spectra which were con-
siderably greater than the stagnation pressure. Figure 5
shows the spectra measured simultaneously by a gridded and

J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

—_
o]
N

Power Spectral Density (Pa2 m)

0.1 1 10 100
Wave Number (1/m)

FIG. 5. Microphone with grid attached (small dots) compared to without
grid (solid line). This clearly shows how the pressures measured by an
absolutely bare microphone overshoot the predicted stagnation pressures.
The theory line is the predicted stagnation spectrum.

a bare microphone along with the predicted stagnation spec-
trum. As discussed in Sec. III C, the stagnation pressure pre-
diction neglects the contribution due to the term V[V XV
X V]. In particular, the interaction of turbulence with thin
shear layers formed on the microphone diaphragm is the
probable source of the large wind noise contribution of the
bare microphone. The grid displaces shear layers away from
the sensing element. This interaction is similar to the mean
shear—turbulence interaction pressure, but involves different
assumptions than used to develop Eq. (11). For this reason
all unscreened microphone measurements are done with the
microphone oriented vertically with the protective grid on.
The hypothesis of Ref. 1 that the wind noise on a bluff body
or bare microphone is well approximated by the calculated
stagnation pressure must be changed to apply only to gridded
microphones.

Informal comparisons of the wind noise levels of grid-
ded microphones pointed perpendicular to the wind and into
the wind displayed only small differences. The same com-
parison with bare microphones produced significant differ-
ences in the levels.

A. Unscreened, gridded microphone data: Stagnation
pressure calculation

All of the unscreened gridded microphone data pre-
sented in Figs. 6-8 are well represented by the stagnation
pressure calculation. The slopes are similar and all data are
roughly within 3 dB of the prediction. The acoustic measure-
ments do not extend far enough into the source region to
determine if this contribution follows the predicted curve at
very low frequencies.

B. Wind-screened microphone data

In Figs. 6-9 we display the wind noise measured in
wind-screens 9, 18, 60, and 100 cm in diameter. The wind
noise spectral level for the 9 cm screen (Fig. 6) is signifi-
cantly less than the unscreened gridded microphone but sig-
nificantly above the turbulence—turbulence or mean shear—
turbulence levels. Doubling the size of the wind-screen to

Raspet et al.: Low frequency wind noise contributions 1267



—_
o]
N

e —

—_
o
o

—_
S,
ES

Power Spectral Density (Pa2 m)
3
n

0.01 0.1

Wave Number (1/m)

FIG. 6. Gridded mike and 9 cm foam wind-screen with wind noise contri-
butions. Theory lines are: Stagnation (dotted lines), turbulence—turbulence
(dashed line), and mean shear (dash-dot lines).

18 cm (Fig. 7) produces even more reduction of the wind
noise levels, consistent with the model of area averaging of
the locally generated pressure fluctuations. The measured
levels are still much larger than the predicted intrinsic con-
tributions. Both of these screens display a transition from
lower spectral slope at low frequencies, to steeper spectral
slope at higher frequencies as observed by van den Berg4 and
Morgan.(’

To investigate whether an even larger wind-screen could
reduce the surface generated pressure fluctuations to the level
of the intrinsic turbulence contributions, a 100-cm-diam,
nominally spherical wind-screen, was constructed of loose
fiberglass and tested. The results of this measurement are
displayed in Fig. 8. The 100 cm wind-screen reduces the
total wind noise measured to levels comparable to the pre-
dictions for the sum of the intrinsic pressure fluctuation con-
tributions. In addition, the behavior of the spectrum differs
from that of the smaller wind-screens. The spectrum displays
an initial high slope at very low frequencies, then displays a
slope slightly steeper than the turbulence—turbulence predic-
tion without a further transition. This result is consistent with
the idea that a large enough wind-screen can reduce the sur-
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FIG. 7. Gridded mike and 18 cm foam wind-screen with wind noise contri-
butions. Theory lines are: Stagnation (dotted lines), turbulence—turbulence
(dashed line), and mean shear (dash-dot lines).
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FIG. 8. Gridded mike and 1 m fiberglass wind-screen with wind noise con-
tributions. Theory lines are: Stagnation (dotted lines), turbulence—turbulence
(dashed line), and mean shear (dash-dot lines).

face generated local pressure fluctuations to the point that the
intrinsic terms begin to contribute to the total measured wind
noise. A 100 cm wind-screen is large enough so that some
averaging of even the larger scale intrinsic pressure fluctua-
tion is likely, and this could be contributing to the increased
attenuation at higher frequencies.

A 60 cm wind-screen was constructed of fiberglass and
compared to the 100 cm wind-screen (Fig. 9). The wind
noise levels measured in the 60 cm screen are slightly higher
than those measured in the 100 cm screen and again, the
slope is slightly steeper than the turbulence—turbulence inter-
action spectrum.

These results are not definitive in identifying the mea-
sured pressure fluctuations in the 100 and 60 cm wind-
screens as the turbulence—turbulence interaction pressure but
do confirm that the stagnation pressure calculation and the
turbulence—turbulence interaction pressure prediction do rep-
resent upper and lower bounds for wind noise measurements
in outdoor flow for compact wind-screens.
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FIG. 9. Comparison of 60 cm wind-screen (small dots) and 100 cm wind-
screen (solid). Theory lines are: Stagnation (dotted lines), turbulence—
turbulence (dashed line), and mean shear (dash-dot lines). The two spectra
are nearly indistinguishable.
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C. Mean shear—turbulence interaction pressures

The predicted mean shear—turbulence interaction pres-
sures fluctuation level is larger than or similar to the stagna-
tion pressure spectrum at low wave numbers (k<<0.2 m™!)
and larger than the turbulence—turbulence interaction pres-
sure spectrum at moderately low wave numbers (k
< 1.0 m™!). The predicted levels display a peak at low wave
numbers, then decay proportional to k>. The mean shear—
turbulence prediction is large at low wave numbers but is not
orders of magnitude larger than the turbulence—turbulence
contributions in the source range as extrapolations of the
inertial range results indicate. The measured levels for the
gridded and wind-screened microphones do not consistently
indicate the presence of this predicted contribution. The
small improvement in the prediction by the use of the
Businger-Dyer formula for the velocity profile does not sig-
nificantly affect this conclusion. We do note that the statistics
at these very low wave numbers are poor. Measurements on
an acoustically meaningful time scale (15 min) are extremely
short on a meteorological time scale, but the shorter mea-
surement periods are necessary to reflect the changing acous-
tic environment.

Kraichnan'® has predicted that curvature of the gradient
of the average flow velocity will reduce the pressure fluctua-
tions observed on a flat surface below a turbulent boundary
layer. Perhaps the curvature of the velocity gradient plays a
role in reducing the mean shear—turbulence pressure contri-
bution.

V. CONCLUSIONS

The primary goal of this paper was to extend the
turbulence—turbulence and stagnation pressure predictions
from the measured velocity fluctuation spectra developed in
Ref. 1 into the source range of atmospheric wind turbulence.
This was accomplished by applying a turbulence—turbulence
interaction theory developed by George et al.? for laboratory
measurements to measurements made outdoors, and by de-
veloping a prediction for stagnation pressure levels measured
by an unscreened, gridded sensor. The turbulence—turbulence
interaction prediction agrees well with measurements made
within large (60 and 100 cm) wind-screens. The stagnation
prediction agrees well with measurements made by a grid-
ded, unscreened microphone.
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An additional goal was to incorporate the mean shear—
turbulence interaction pressures predicted by George et al.
into the intrinsic pressure prediction for outdoor measure-
ments. Our predictions indicated that this interaction should
generate significant pressures within the source region and
that the pressure contributions are of the same order of mag-
nitude as the turbulence—turbulence interaction pressure in
the source region. However, no consistent evidence of this
interaction pressure was identified in our pressure fluctuation
measurements.
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An analytic model is developed for scattering from random inhomogeneities in range-dependent
ocean waveguides using the Rayleigh—Born approximation to Green’s theorem. The expected
scattered intensity depends on statistical moments of fractional changes in compressibility and
density, which scatter as monopoles and dipoles, respectively, and the coherence volume of the
inhomogeneities. The model is calibrated for ocean bottom scattering using data acquired by
instantaneous wide-area ocean acoustic waveguide remote sensing (OAWRS) and geophysical
surveys of the ONR Geoclutter Program. The scattering strength of the seafloor on the New Jersey
shelf, a typical continental shelf environment, is found to depend on wave number k, medium
coherence volume V., and seabed depth penetration factor F, following a IOlogIO(Fl,VCk4)
dependence. A computationally efficient numerical approach is developed to rapidly compute
bottom reverberation over wide areas using the parabolic equation by exploiting correlation between
monopole and dipole scattering terms and introducing seafloor depth penetration factors. An
approach is also developed for distinguishing moving clutter from statistically stationary
background reverberation by tracking temporal and spatial fluctuations in OAWRS intensity

images. © 2008 Acoustical Society of America. [DOI: 10.1121/1.2832509]

PACS number(s): 43.30.Gv, 43.30.Pc, 43.30.Ft [RCG]

I. INTRODUCTION

In this paper, we develop an analytic model with nu-
merical implementation for reverberation in range-dependent
ocean environments and bistatic source-receiver geometries.
The model is derived from first principles using the acoustic
wave equation for inhomogeneous media and by application
of Green’s theorem.

The model takes into account the full three-dimensional
(3D) scattering interaction of the acoustic wavefield with
volume or surface inhomogeneities. For efficiency, the model
is implemented in terms of scattering from the spatially vary-
ing resolution footprint of the sonar, typically determined by
beamforming and temporal matched filtering. Statistical mo-
ments of the randomly scattered field are expressed in terms
of statistical moments of fractional changes in medium com-
pressibility and density, and the waveguide Green function.
Variations in compressibility and density lead to monopole
and dipole terms, respectively. As the waveguide Green func-
tion is employed, the model directly incorporates attenuation
in the sea bottom and scattering of evanescent waves by
inhomogeneities.

The model is calibrated for ocean bottom reverberation
with data acquired by instantaneous ocean acoustic wave-
guide remote sensing (OAWRS)'? during the 2003 Main
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Acoustic Experiment and geophysical surveys of the ONR
Geoclutter Program. The data were collected in the New Jer-
sey Strataform,” south of Long Island, NY, a typical conti-
nental shelf environment with minimal bathymetric relief.
The model is integrated to bathymetric databases to enable
charting of predicted reverberation in geographic space. An
approach is also developed for distinguishing moving clutter
from statistically stationary background reverberation by
tracking temporal and spatial fluctuations in OAWRS inten-
sity images.

Analysis with the theory and data indicates that (a) both
random fluctuations in seabed compressibility and density
are important contributors to the scattered intensity and con-
sequently reverberation, (b) the scattering strength of the sea-
floor on the New Jersey shelf, a typical continental shelf
environment, is found to depend on wave number k, medium
coherence volume V., and seabed depth penetration factor F),
following a 10 log,o(F,V k*) dependence, where each term is
a function of frequency.

A computationally efficient numerical approach is devel-
oped here to rapidly compute bottom reverberation over
wide areas using the parabolic equation4 by exploiting cor-
relation between monopole and dipole scattering terms and
introducing seafloor depth penetration factors. Without inno-
vations of this kind, bottom reverberation models based on

© 2008 Acoustical Society of America



volume scattering can be computationally intensive in range-
dependent environments with bistatic source-receiver geom-
etries because dipole scattering involves multidimensional
spatial derivatives of the complex waveguide Green function.
These typically must be computed numerically using large
and dense 3D matrices.

A number of half-space models for seafloor scattering
have used the Rayleigh—Born approach for local waterborne
backscattering investigations.s_8 Some monostatic range-
independent models have used approximations similar to
Rayleigh—Born.gf11 Previous range-dependent waveguide re-
verberation models using the parabolic equation have only
included monopole scattering with empirical models.'*™"

Il. ANALYTIC FORMULATION

Here we develop an analytic model for the scattered
field from random medium inhomogeneities by application
of Green’s theorem. Assume the medium compressibility and
density vary randomly in space, following a stationary ran-
dom process within the local sonar resolution footprint.

Let the origin of the coordinate system be placed at the
air—water interface with the positive z-axis pointing down-
ward. Let the coordinates be defined by ry=(xy,yy,zo) for the
source, r=(x,y,z) for the receiver, and r,=(x,,y,,z,) for the
centroid of an inhomogeneity. Spatial cylindrical (p, ¢,z)
and spherical systems (r,6,¢) are defined by x
=rsin @cos ¢, y=rsin @sin ¢, z=rcos 6 and p’=x>+y%.
The acoustic wave number k is given by the angular fre-
quency w=2mf divided by the sound speed c.

A. Time harmonic scattered field moments

In the presence of volume inhomogeneities, the time-
harmonic acoustic field ®,(r,,f) satisfies an inhomogeneous
Helmbholtz equation,

V2(Dt(r17f) + kz(I)t(rt,f)
== kT (r)®(r, /)= V- [[yr)VO,rx.N], (1)

where I, is the fractional change in compressibility,

nmﬁ—jfl, 2)

given compressibility k=1/dc?, and I, is fractional change
in density,

[yr)=——, (3)

where & and d are the mean compressibility and density in
the region, respectively.

Then, by application of Green’s theorem, given a source
at ry and a receiver at r, the time-harmonic scattered field
@, (ry|r,ry,f) from inhomogeneities within the sonar reso-
lution footprint V, centered at r; is'?
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D(r;

nmﬁ=fff[ﬁhm@ﬂJWﬁmﬂ
Vg

+4(r) VO,(r,.f) VG(r

r./)dv,. (4)

Here, ®,(r,,f) is the total field at the location of the inhomo-
geneity, and G(r|r,,f) is the medium’s Green function. El-
emental spatial variations in compressibility lead to mono-
pole scattering, while those in density lead to dipole
scattering. Density fluctuations contribute to both monopole
and dipole scattering while sound speed fluctuations contrib-
ute only to monopole scattering.ls The dipole term depends
on spatial gradients of the total field and those of the Green
function.

The total field at any location is a sum of the incident
and the locally scattered fields,

O (r,.f) = <I>,-(r,|r0,f) +D(r,.f), (5)

where ®,(r,|ry,f)=(4m)>G(r,|ry,f). The (4m7)> normaliza-
tion factor yields the convenient source level of 0 dB re
1 puPa at 1 m. For small local perturbations in medium com-
pressibility and density, the total field at the inhomogeneity
can be approximated by the incident field in Egs. (5) and (4).
This is the first-order Rayleigh-Born approximation to
Green’s theorem. The randomly scattered field at the receiver
can then be expressed as

® (rr,ry,f)
=47Tzf jJ [sz‘K(rt)G(r,|r0,f)G(l'
Vs

+T,(r,) VG(r|ry) - VG(r

r.f)

rt’f)]th’ (6)

which is a single-scatter approximation.
The mean scattered field from the inhomogeneities is

<(I)s(rs r, rO’f)>

=(4m)? f f f [T ()X G(x |ro. NG(x]r,. /)
VS

+(Lyr)XVG(x [ro.f) - VG(r

r.f)dv,. (7)

Random variables I',, and I';, are assumed to be independent
of possible random fluctuations in the waveguide Green
function.'®

The second moment of the scattered field is

<|q)s(rs I',I'O,f)|2>
= ((I)S(rs|r,ro,f)q>:(rs|r,r0,f))

=((4m)* f j J [T ((x)G(x |ro. NG(x|r,. )
‘/S

+1,(r)V G(l‘,|l‘0,f) -VG(r

r.f)ldv,
Xfff [K*T (r))G*(x]|ro, ) G*(x]|r,, f)
vy

+Ty(r)) V G*(x/|ro, /) - VG*(r|r],f)]dV]). (8)

Equation (8) requires evaluation at two spatial locations r,
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and r,, which requires knowledge of the spatial correlation
function of volume inhomogeneities. A variety of different
forms have been assumed for this correlation function in the
case of seabed inhomogenieties. They include Gaussian,®
exponential,17 as well as power law”*!° correlation func-
tions.

To capture the essential physics in a manner conducive
to analysis, we assume that inhomogeneities are uncorrelated
when the two points lie outside the coherence volume V. and
are fully correlated within this volume. This leads, for ex-
ample, to

(Ti(r)Ty(r))
= V(r,,z2)[(T3(r,)) = KCi(r))*18(r, - 1))
+ (L)) (i(r))
= Vo(rz) Var(Uy(r) 8(r, = 17) + (Cir)XTe(xy)).

9)

Such delta function correlations are often used in theories of
wave propagation in random media.'®'® The coherence vol-
ume can be a function of horizontal position and depth. For
example, overburden pressure in sediments leads to greater
compaction with depth which affects coherence volume."”

Substituting equations similar to Eq. (9) into Eq. (8),
leads to the second moment of the scattered field,

<|q)s(rs r’r07f)|2>
= (D, (r|r,ro.))* + Var(d(r,

I',I'O,f)), (10)

proportional to the total intensity, which is a sum of coherent
and incoherent components. The relative importance of each
of these terms within the sonar resolution footprint can be
estimated by analysis similar to that in Appendix A of Ref.
16.

The coherent term is the square of the mean scattered
field, the square of Eq. (7). The incoherent term is the vari-
ance of the scattered field,

Var(q)s(rs I',I'O,f))

= (477)4 f f f Vc(rs’zt)
VS

X[k Var(Ty(r )G lx |ro. NP G x[r,. /)

+ Var(Ty(r)}|VG(rro.f) - VG(x[r,.)*)

+ K2Cov(I',. T ) 2R{G(r/|r(.f) G(x|r,.f)

X V G*(r/|r.f) - VG*(r|r,,.HD]dV,. (11)

Measured reverberation from the sea bottom is often domi-
nated by the incoherent term of Eq. (10). Exceptions occur,
for example, when many scatterers with large impedence
contrast, such as layers of gravel or rock on a sandy seafloor,
fall within the sonar resolution footprint.

The approach presented may also be applied to model
scattering from irregular interfaces between two media with
differing sound speeds and densities. The volume integrals in
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Eqgs. (7) and (11) for this case would be replaced with surface
integrals over the interface and the coherence volume V.
replaced by the coherence area AC.20

B. Broadband scattered field moments

For a potentially broadband source function, analytic ex-
pressions are provided for the statistical moments of the scat-
tered field from inhomogeneities within the sonar resolution
footprint. Let ¢(r) be the source wave form with Fourier
transform Q(f). The expected time-dependent scattered field
W(r,|r,ry,1) is

<’\PS(rS

rrg0)= | QUN®@,(rr,x. e ™df, (12)

by inverse Fourier transform of Eq. (7), weighted by the
source spectrum.

From Parseval’s theorem, the mean scattered energy
over the resolution footprint is proportional to?!

E(r,

S IR VA
where (|®,(r,|r,ry,f)|?) is obtained from Eq. (10).

Sea bottom reverberation is typically dominated by the
incoherent intensity. In this case, only the variance term in
Eq. (11) contributes to the total intensity in the right-hand
side of Eq. (13).

lll. APPLICATION TO SEAFLOOR REVERBERATION
WITH CALIBRATION

In this section, we apply the scattering model developed
in Sec. II to seafloor reverberation. Geophysical parameters
of the model are calibrated with measured data.

A. OAWRS images of the ocean environment

Here we use OAWRS images obtained during the ONR-
sponsored Main Acoustic Experiment 2003' on the U.S. East
Coast continental shelf. A bistatic OAWRS system compris-
ing of a vertical source array and a horizontally towed re-
ceiving array was deployed in the New Jersey Strataform
located 200 km south of Long Island. The source array ex-
cited acoustic waveguides modes that propagated tens of ki-
lometers in the continental shelf environment. Transmissions
consisted of 1 s duration Tukey-shaded linear frequency
modulated pulses in three different frequency bands; 390-
440, 875-975, and 1250-1400 Hz. The transmissions were
repeated every 50 s over the approximately 83 min duration
it took to tow the receiving array along a 10 km track line at
constant tow speed of 2 m/s. Data were collected over 5-6
tracks each day. Here we focus our analysis on data in the
390-440 Hz band as this was the wave form that was most
frequently used for imaging.

Instantaneous OAWRS images of the ocean environ-
ment over wide areas spanning thousands of square kilome-
ters are formed from each transmission. The arrivals are
charted in range by two-way travel time and matched filter
analysis, and in bearing by beamforming."2 Scattered fields
from objects at identical horizontal position but different
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(a) OAWRS Data, Normalized Pressure Level (b) Simulated Reverberation
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FIG. 1. (Color online) (a) Instantaneous OAWRS image of the ocean environment on the New Jersey continental shelf. The image is averaged over five
consecutive transmissions centered at 09:32 EDT, 14 May 2003. The imaging diameter of the system was set to roughly 60 km (40 s imaging time). The
moored source (the white diamond) operating at 390—440 Hz is the coordinate origin at 39.0563N, 73.0365W. The towed horizontal receiving array moving
along 51°E heading (indicated by black line) has 2.6° azimuthal resolution at array broadside and 15 m range resolution. The positive vertical axis points
north. Depth contours are indicated by dashed lines. The image has been corrected for source level. (b) The simulated bottom reverberation corresponding to
the data in (a), calculated using the computationally efficient approach at the center frequency 415 Hz with a typical observed sound speed profile. The small
black 1 km by 1 km box shown near the upper left-hand corner indicates the location used for calibrating the reverberation model. This is the area shown in

Fig. 6.

depths are integrated by the system in the resulting two-
dimensional (2D) horizontal OAWRS images. The inherent
left-right ambiguity in charting returns with a horizontal line
array receiver is evident in some of the OAWRS images that
will be presented here.

The resolution footprint of the OAWRS system is a
function of both range and azimuth. The receiving array has
a cross-range resolution given by pB(¢) where the angular
resolution B(¢) is given by B(¢p)=1.44(N/L cos ¢) for
broadside (¢=0) through angles near endfire (¢p=/2),
where A is the wavelength of the signal and L is the length of
the array. At endfire, the angular resolution is given by
Blp=m/ 2)*2.8vm. A Hanning spatial window was ap-
plied to the receiving array in the beamforming to reduce the
levels of the sidelobes. The range resolution is Ap=c/2B
after matched filtering, where B is the signal bandwidth."?

The OAWRS images show scattered returns from large
and densely populated fish groups, small or diffuse groups of
fish, some discrete geologic features of the seafloor, as well
as continuous diffuse returns from the seafloor. A typical
image is shown in Fig. 1(a)." Trends in the images include
the decay of scattered intensity with increasing bistatic range
due to acoustic spreading loss and attenuation in the ocean
waveguide, and spatial variation in cross-range resolution
which leads to spatially varying blurring.
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B. Estimating scattering level of the environment
from OAWRS data

A challenge in analyzing sonar imagery is to distinguish
diffuse background reverberation from discrete returns due
to targets or clutter. The discrete returns may arise from sur-
face or volume inhomogeneities such as marine creatures,
geologic features, or man-made objects. It is often not known
in advance from where in the water column the targets or
clutter features arise.

To distinguish diffuse background reverberation from
clutter and to compare the scattering level of returns from
different ranges, we devise a two step approach. First, we
detrend an OAWRS intensity image by correcting for mean
transmission over the water-column, source level, and the
spatially dependent resolution footprint of the OAWRS sys-
tem. This leads to an estimate of what we call the environ-
mental scattering level (ESL) at a given horizontal location.
Next we compute statistics of ESL variations over space and
time, and use these to discriminate diffuse background from
clutter. We then investigate either the diffuse background or
the clutter. Here we focus on the background.

Let Lp(p,|r.ry,7) be 101og;, of the OAWRS pressure
squared matched filtered output centered at horizontal loca-
tion p, and time ¢, which may include some spatial and tem-
poral averaging in pressure squared to reduce the variance.
Then the ESL(p;,?) at the given location and time is obtained
by
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FIG. 2. (Color online) (a) A zoomed-in version of the OAWRS image shown in Fig. 1(a) in the south-east region containing a massive fish shoal. (b)
Corresponding ESL image. Higher ESL levels are obtained in the region of dense fish shoal and lower levels correspond to the background. The transmission

loss used for correcting this image is shown in Fig. 3(c).

ESL(p,,?) = Lp(p,|r,ro,7) — SL(ry) — TL(p,|ro)

- TL(r|p,) — 10 1og,, A(p,). (14)

where TL(p,|r,) and TL(r|p,) are 10 log,, of the average of
the antilog of transmission loss over the water column. The
former is for transmission from source location to environ-
mental location p, and the latter is from this environmental
location to the receiver. The spatially varying resolution foot-
print of the receiving array has area A(p,)=[B(¢)/27|[7(p
+Ap)2—mp*]=pB(¢)Ap, and SL(r,) is the source level. En-
vironmental scattering level is then 10 log;, of a ratio and
has units simply of deciBels, like scattering strength.

Here we use a statistical propagation model based on the
range-dependent parabolic equation4 calibrated® against
one-way transmission data from the same set of measure-
ments to estimate the mean transmission loss over the water-
column and obtain TL(p,|ry) and TL(r|p,). Effects such as
internal waves, eddies and turbulence cause fluctuations in
ocean sound speed and density structure. These lead to scin-
tillation in ocean acoustic waveguide propagation caused by
changes in the multimodal interference structure. In this en-
vironment, the acoustic waveguide modes were found ex-
perimentally to become sufficiently randomized beyond
roughly 2 km in range from the source® that the expected
acoustic intensity varies only gradually with increasing range
and does not exhibit the strong periodic modal interference
structure in range and depth present in nonrandom
wave:guid<3s.16’20 The antilog of the mean transmission,
TL(p,|r;) and TL(r|p,) are proportional to the expected
acoustic power transmitted through the waveguide at any
given range and azimuth.

Figures 2(a) and 2(b) are OAWRS images of the mean
matched filtered scattered intensity and the corresponding
ESL of the ocean environment on 14 May 2003 after inco-
herently averaging intensity over five consecutive transmis-
sions (pings) centered at time instance 9:32 Eastern Daylight
Time (EDT). The ESL image in Fig. 2(b) is derived from Egq.
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(14) where images corresponding to the right-hand side of
Eq. (14) appear in Figs. 2(a) and 3. The mean transmission
losses shown in Figs. 3(a) and 3(b) are in good agreement
with measurements or models of transmission losses reported
in Refs. 22-24 for the New Jersey Strataform.

In order to distinguish the statistically stationary back-
ground ESL from that due to moving biological clutter, we
average N consecutive OAWRS images, which already were
formed from five-ping running averages, to obtain a mean
OAWRS image and a standard deviation OAWRS image
over a wide spatial area. Figures 4(a) and 4(b) show the
mean and standard deviation of N=361 ESL images derived
from data acquired within the frequency band from
390 to 440 Hz on 14 May 2003.%

We find in our 2003 OAWRS images that (a) high mean
and high standard deviation characterizes regions where fish
are regularly passing through, (b) high mean and low stan-
dard deviation characterizes regions where fish consistently
remain, (c) low mean and high standard deviation character-
izes regions where fish pass through intermittently, and (d)
low mean and low standard deviation characterizes regions
of diffuse reverberation from the seafloor. This can be seen in
Fig. 5(a) where ESL is plotted as a function of sequential
ping number for various spatial locations from Fig. 4(b). In
particular, ESL in regions of dense fish population is roughly
20-25 dB higher than in regions where diffuse seafloor re-
verberation is the dominant scattering mechanism. Note that
the above-mentioned (b) could also be caused by static geo-
logic features but was ruled out in this experiment as data
from the area shown in Fig. 4, six days prior, showed the
scattered levels returning to those of the background when
the massive fish shoal was absent.

For estimating the background ESL due to the seafloor,
we focus analysis on regions with upslope bathymetry rela-
tive to the incident wave that had ambiguous regions that
were downslope. This is to help eliminate the effect of left—
right ambiguity, as seafloor scattering has been shown to be
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FIG. 3. (a) TL(p|r,) and (b) TL(r|p,) are 10 log,, of the mean antilog transmission losses over the water column from source and receiver respectively to
the area shown for the 390-440 Hz band. (c) The quantities in (a) and (b) blurred with the spatially dependent resolution footprint of the receiving array.

more intense when bathymetry is upward sloping in the di-
rection of the incident wave, and weaker when bathymetry is
downward slopingg,,n’l“’%f29 as expected from physical prin-
ciples. Temporal variations in ESL levels for various spatial
locations with upslope bathymetry are shown in Fig. 5(b).
The area shown in Fig. 4 consists of down sloping bathym-
etry but is shown to enable comparison of background ESL
levels with those from fish shoal.

The mean seafloor ESL obtained here (and tabulated in
the forthcoming Table II) can now be used to calibrate the
reverberation model presented in Sec. II for seafloor scatter-
ing in the Strataform area. The standard deviation of ESL for
seafloor scattering has been found by temporal and spatial
averaging to be about 2 dB. This standard deviation will be
useful in determining the accuracy of parameter estimates
needed to calibrate the reverberation model.

C. Estimating geologic parameters necessary for
reverberation model

The geological parameters necessary to implement the
reverberation model defined in Egs. (7) and (11) are esti-
mated in the Appendix. In particular, the mean, standard de-
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viation, and correlation of I", and I"; are estimated from the
statistical moments of sound speed and density provided in
Refs. 30, 31, and 3. The results, tabulated in Table I, are

TABLE I. Statistical geologic properties of the New Jersey Strataform used
to calibrate the bottom reverberation model.

Statistical parameters Average values over the region

¢ (m/s) 1700
o, (m/s) 35.5
W=02/& 4.6889e 04
d (g/cm?) 1.90
o, (g/cm?) 0.16
P=03d 6.2¢—3
W 0
(I 0.0083
Var(T",) 0.0083
T,y -0.0063
(2 0.0066
Var(T',) 0.0065
Cov(I',,T,) -0.0065
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FIG. 4. Temporal and spatial variations in ESL for the area in Fig. 2 for data in the 390-440 Hz band collected on 14 May 2003. (a) Mean and (b) standard
deviation of 361 ESL images formed from transmissions over a measurement time period ranging from 09:10 to 17:20 EDT.

consistent with those found in Ref. 7 which are based on
measurements from ten different shallow and deep water
sites around the world.

From Table I we observe that (I',)> and (I",)? are at least
2 orders of magnitude smaller than Var(I',) and Var(I",).
The coherent term in Eq. (10) will therefore be negligible in
comparison to the incoherent term. The total reverberation
intensity can then be approximated as the variance of the
scattered field using Eqgs. (13) and (11).

D. Maximum likelihood estimator for coherence
volume V,

To implement the reveberation model in Egs. (13) and
(11) at a given location, an estimate is needed for the coher-
ence volume V, of the random seabed inhomogeneities. An

expression for the maximum likelihood estimator (MLE) for
the coherence volume V, in terms of the measured reverbera-
tion data and model is provided here.

The instantaneous scattered field measured at the re-
ceiver can be modeled as a circular complex Gaussian ran-
dom variable.*” The log transform of the matched filtered
intensity within the resolution footprint centered at p, then
obeys a Gaussian probability density when the time-
bandwidth product is sufficiently large,32 as does the ESL,

p(ESL(p)|V,)

1/2
(15)

where w is the time—bandwidth product, which for the cur-

(2) Southern Region

ESL (dB)

(b) Northern Region

0 50 100 150 200 250 300
Ping Number

350 0 50 100 150 200 250 300 350

Ping Number

FIG. 5. (a) Temporal variation in ESL at various spatial locations as a function of transmission number or ping, for the image in Fig. 4. Gray lines in (a) are
ESL at locations with persistently strong scattered returns from fish shoals. Black lines indicate ESL at locations consistent with the background. (b) Temporal
variations in ESL for the region with upslope bathymetry in the vicinity of the small box shown in Fig. 1(b).
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rent processing is greater than 10. This is because the
matched filtered intensity data are averaged over two inde-
pendent resolution cells and five independent pings.

As u is large, the bias due to log transformation, defined
in Eq. (22) of Ref. 32, is negligible. We can then make the
approximation

(ESL(p;,V,)) = 10 log,o(W(p

r,ry)) + 10 log;o(V,)

—(TL(p,|ry)) — (TL(r|py)). (16)
where we have introduced the new variable
10 logo(W(py|r,1())
=10 log;o[E(pylr.ro)] - 10 logo(V,). (17)

because it does not depend on V... Here, E(p,|r,r,) is defined
in Eq. (13), and is proportional to the total energy returned
from the resolution footprint of range extent Ar. It is advan-
tageous to express our intensity data in logarithmic units as it
transforms signal-dependent noise into additive signal-
independent noise.*?

The ESL of the bottom measured in N different reso-
lution footprints of OAWRS imagery for s=1,2,3,... ,N can
be assumed to be independent and identically distributed.
Their joint probability density function is

P(ESL(p)),ESL(py), ... .ESL(py)|V.)

N w |12 “
= H (_) exp(_ _[ESL(pY) - <ESL(pw VL)>:|2) .
wl \2m 2

(18)
The maximum likelihood estimator \7C for the coherence vol-
ume V., is given by

d
—{In[p(ESL(p,),ESL(p,), ... .ESL(py)|V.) ]}
dvc VC=VC
=0. (19)
Expanding Eq. (19) leads to
10 log,o(V,)
1Y 1Y
= — > ESL(p,) — — > {10 log,o(W(r|rg, p,))
Ns:l Ns:l
- TL(p,|ro) - TL(r|p,)} (20)

the desired estimator.

E. Reverberation model calibration

Implementation of the full reverberation model in Eq.
(11) for range-dependent waveguides involves numerically
calculating 3D spatial derivatives of the complex waveguide
Green function. This leads to large 3D matrices that makes

-160

= = =crossterm
full

— monopole
- dipole

=165

—170} -

Normalized Reverberation Level (dB re 11 Pa)

P S S S N T S R .
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
Range (km)

FIG. 6. Full bistatic, 390—440 Hz broadband, depth-integrated bottom re-
verberation model simulation for a horizontal transect across the 1 km by
1 km area shown in Fig. 1(b). The monopole term, dipole term, and cross-
term contributions to the reverberation intensity are plotted for comparison.

the implementation cumbersome and reduces computational
speed. For instance at 400 Hz, the spatial sampling required
is approximately 0.2 m in range, 0.5 m in depth, and roughly
3° in azimuth for computational accuracy.

To avoid this problem, we calibrate the full reverbera-
tion model using only a small area, 1 km by 1 km, shown in
Fig. 1(b). The coherence volume V. is then determined with
the approach outlined in Sec. III D. We provide a method for
implementing the reverberation model that is computation-
ally efficient over wide areas in the next section.

The scattered intensity of Eq. (11) is a sum of (1) a
purely monopole term dependent on the variance of frac-
tional change in compressibility, (2) a purely dipole term
dependent on the variance of fractional change in density,
and (3) the covariance between the two. The contribution of
these three terms for a horizontal transect through the small
area is shown in Fig. 6.

The MLE of the coherence volume \A/C is summarized in
Table II. We assume the inhomogeneites are isotropic, so that
VCZ;lWl:, where [, is the coherence radius. The coherence
lengths in x, y, and z directions are /,=1,=1/,=2I.. The acous-
tically determined correlation length obtained here is compa-
rable to the geologic correlation depth of between 0.3 and
3 m from analysis of core data.*

As the background ESL has a standard deviation of

*2 dB, the estimate 10 log, \A/c also has the same standard
deviation. This leads to a correlation length in the range from
15 to 21 cm. There could also be uncertainties in our esti-
mates of the moments of I', and T';,. The variations in
Var(I',) needed to match the data over the range of uncer-
tainty in the correlation length occupies roughly a factor of 2.

TABLE II. Estimates for the New Jersey Strataform. The standard deviation for ESL and SS is *2 dB.

f (Hz) ESL (dB) V, (m3)

21, (m)

Ja (dB) fp (m) SS (dB)

390-440 -67.5 0.0030

0.18 4.2 0.46 =37
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Monostatic reverberation in Pekeris waveguides (390-440 Hz)
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FIG. 7. Broadband 390—440 Hz, monostatic reverberation in Pekeris waveguides with (a) sand and (b) silt bottom for a 0 dB re 1 uPa at 1 m source level
comprising of a single element at 50 m depth. The receiving array parameters are the same as those used in the experiment in Fig. 1(a). The Green function
for Pekeris waveguides calculated using the normal mode code, Kraken (Ref. 36). (c) The dipole scaling factor equal to the ratio between the full term and
the monopole term plotted in deciBels remain fairly constant to within 0.1 dB and is independent of the bottom type. (d) Comparison of the magnitudes of
the Greens function and its spatial derivative at the water—sediment interface at 415 Hz.

Here we ignored a potential degradation due to matched fil-
tering the data in an ocean waveguide while calibrating them
with the reverberation model. This degradation is typically
small, less than 3 dB for the ranges of interest.

IV. COMPUTATIONALLY EFFICIENT IMPLEMENTATION

When working on a field experiment, it is often instruc-
tive to rapidly predict seabed reverberation over wide areas,
to aid in experimental design. A computationally efficient
approach for computing seabed reverberation in range de-
pendent waveguides over wide areas is developed here. It is
based on the introduction of a dipole scaling factor and a
depth-penetration factor that simplify the numerical imple-
mentation.

We find it a good approximation to take the dipole and
cross terms in the reverberant intensity of Eq. (11) to be
proportional to the monopole term. This is illustrated for
horizontally stratified Pekeris sand and silt waveguides in
Figs. 7(a) and 7(b) with collocated source and receiver, and
for the bistatic scenario in a range dependent waveguide in
Fig. 6. The total intensity can be estimated from the mono-
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pole term alone by multiplication with a constant factor, F,
which we call the dipole scaling factor. This can be seen by
noting in Fig. 7(c) that the ratio of the total intensity to the
monopole term is a constant, with 10 log;, F;=~4.2 dB. This
approximation is a consequence of the fact that |VG| is pro-
, as shown in Fig. 7(c), which means that the
dipole and monopole terms are proportional. Without this
approximation, it is currently impractical to compute rever-
beration over wide areas because of the tremendous compu-
tational effort needed to determine the derivatives of the
Green function in the dipole term.

The depth integral of Eq. (11) for volume scattering can
be approximated by the seafloor surface contribution multi-
plied by a depth penetration factor, F),. The depth penetration
factor provides the equivalent depth over which acoustic in-
tensity in the seabed is of similar magnitude as that on the
seafloor, before it decays rapidly with depth due to sediment
attenuation. This factor is simply the ratio of the volume
integral to the seafloor contribution, which are shown in
Figs. 8(a) and 8(b), with corresponding F), ratio in Fig. 8(c),
which is found to be dependent on bottom type, roughly

Galinde et al.: Range-dependent waveguide reverberation model



Monostatic reverberation in Pekeris waveguide (390-440 Hz)
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FIG. 8. Comparison of the 390—440 Hz broadband depth-integrated bottom reverberation intensity with the broadband intensity at the water—sediment
interface in the Pekeris (a) sand and (b) silt waveguides. (c) The effective penetration depth in meters plotted for Pekeris sand and silt waveguides.

0.5 m for sand and 1 m for silt. The depth penetration factor
is also a function of frequency, decreasing with increasing
frequency.

Another approximation that can greatly increase compu-
tational efficiency is to calculate the scattered field at just the
center frequency of the broadband signal. Figure 9 compares
the full broadband depth integrated monostatic reveberation
to the range-averaged scattered field at the center frequency
with the two approximations introduced earlier applied to the
result. The latter single frequency range-averaged approxi-
mation provides a good estimate to the broadband result.

The approximations made in this section require only
the Green function magnitude on the seabed surface which
can be stored in sparse 2D matrices rather than dense 3D
matrices required for the full calculation. The reverberation
intensity is accurate to within *=0.5 dB for ranges greater
than 3 km and to within 3 dB for ranges between 1 and
3 km. Figure 1(b) illustrates this approach applied to model
reverberation over wide areas on the New Jersey continental
shelf corresponding to the OAWRS data Fig. 1(a). The rever-
beration levels from the simulation are comparable to the
background levels in the data, especially in areas adjacent to
the massive fish shoal.

J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

Galinde et al.: Range-dependent waveguide reverberation model

V. SCATTERING STRENGTH

Here we derive the scattering strength (SS) of the bot-
tom on the New Jersey continental shelf using the model and
calibration results. As the seabed inhomogeneities have co-
herence lengths that are smaller than the wavelength,35 we
can apply the sonar equation to approximate SS of the bot-
tom from Eq. (11) with the approximations introduced in
Sec. IV as

SS =~ 10 log,o[F,F,V k*Var(T'))]. (21)
The SS of the sandy bottom on the New Jersey Strataform is
tabulated in Table II. Analysis with a normal mode propaga-
tion model*® indicates that the first 10 modes are important
contributors to the acoustic field at a range of 20 km from
the source where the calibration was done. At this range, the
depth-averaged intensity of mode 10 is about 1/5 the depth-
averaged intensity of mode 1. The grazing angles for modes
1-10 range from 2° to 12° and the derived SS level of
roughly —37 =2 dB are determined by these grazing angles
after long range propagation in the waveguide with the effect
of multimodal coupling in the scattering process.
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FIG. 9. Full 390-440 Hz broadband depth-integrated monostatic bottom
reverberation compared to simulated result at center frequency 415 Hz cal-
culated using efficient approach with the dipole scaling and depth penetra-
tion factors.

For reverberation measured at 390—440 Hz bandwidth
considered in this paper, volume scattering is expected to be
the dominant mechanism at all grazing angles for a sandy
seabed as shown in Figs. 10 and 11 of Ref. 5. Our estimate
agrees well with those of other ocean environments with
sandy bottoms in Refs. 5 and 10, suggesting low surface
roughness at this site and the consequent importance of eva-
nescent energy in generating low-angle volume backscatter
via subcritical ensonification.

The overall frequency dependence of SS in Eq. (21) is
determined by the wave number k, which is directly propor-
tional to frequency, the depth penetration factor f, that de-
creases with increasing frequency, and potentially the coher-
ence volume sampled by the acoustic wave V.. The
coherence volume may depend on frequency as short wave-
length acoustic fields are more sensitive to small scale fluc-
tuations in medium properties than long wavelength acoustic
waves. This acoustically determined coherence volume may
differ from the geologic coherence volume that is determined
purely from spatial variations in medium properties.

VI. CONCLUSION

An analytic model for 3D, bistatic scattering from me-
dium inhomogeneities is developed from first principles by
application of Green’s theorem. Statistical moments of the
scattered field are expressed in terms of statistical moments
of medium compressibility and density fluctuations. The
model is applied to seabed reverberation and optimally cali-
brated with both OAWRS and geological data on the New
Jersey continental shelf. Analysis with the model indicates
that (1) seabed reverberation is incoherent, and (2) scattering
strength varies with frequency depending on wavenumber &,
medium coherence volume V, and seabed depth penetration
factor F, following a 10 log,o(F,V.k*) dependence.

An efficient numerical approach is also developed for
rapidly computing seabed reverberation over wide areas for
bistatic sonar systems in range-dependent ocean waveguides.

1280 J. Acoust. Soc. Am., Vol. 123, No. 3, March 2008

It exploits the correlation between monopole and dipole scat-
tering terms and the limited penetration of acoustic fields in
the seabed. The model handles the scattering of evanescent
waves in the seabed. Finally, an approach for distinguishing
the statistically stationary background reverberation from the
scattered fields of moving targets in sonar data by tracking
the temporal and spatial evolution of the returns is presented.
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APPENDIX: DERIVATION OF STATISTICS OF
GEOACOUSTIC PARAMETERS

The seabed on the New Jersey Strataform is predomi-
nantly comprised of sand. It has been mapped by geophysi-
cal surveys with analysis provided in Refs. 3, 30, and 31.
From these, we gathered the statistical moments of seabed
sound speed and density fluctuations and list them in Table L.
We assume that sound speed c,(p,) ~N(c,o,.) and density

d(p)~N(d,o,;) obey Gaussian random processes that are
locally stationary in a given area. These statistical moments
can vary between areas to account for potential changes in
sediment type. We assume that sound speed and density are
uncorrelated, which is a valid assumption given the large
scatter in the data in Fig. 10(b) of Ref. 30. Despite this as-
sumption, ', and I'; can still be correlated.
From Egs. (2) and (3), the means are given by

(T(r))y=0

and

-/ 1
(Falr))=1- d< (r) > (A2)

where d and ¢ as defined before are the mean density and
sound speed within the sonar resolution footprint, respec-
tively. The second moments are given by

T )=1- 23< d,(lr,) > + ?< d,z(lr,) > (A3)
and
1 1
(i)

(A1)

Ty ===~ - (A4)
<d,(r,)> <%>
the variances by
Var(T(r)) = (Ti(r)) = (Ty(r))> (AS5)
and
Var(T'(r) = (Ta(r,)) = (T(r))?, (A6)

and their covariance by
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d(r,)
=d 1 é ; (A7)
“\d(r)/  R\d(r)r) /]
where
__ (1 1
“\awm/\ow (AS)

Table I provides a summary of these calculations for the
New Jersey Strataform.
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Bottom profiling by correlating beam-steered noise sequences
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It has already been established that by cross-correlating ambient noise time series received on the
upward and downward steered beams of a drifting vertical array one can obtain a subbottom layer
profile. Strictly, the time differential of the cross correlation is the impulse response of the seabed.
Here it is shown theoretically and by simulation that completely uncorrelated surface noise results
in a layer profile with predictable amplitudes proportional to those of an equivalent echo sounder at
the same depth as the array. The phenomenon is simulated by representing the sound sources as
multiple random time sequences emitted from random locations in a horizontal plane above a
vertical array and then accounting for the travel times of the direct and bottom reflected paths. A
well-defined correlation spike is seen at the depth corresponding to the bottom reflection despite the
fact that the sound sources contain no structure whatsoever. The effects of using simultaneously
steered upward and downward conical beams with a tilted or faceted seabed and multiple layers are
also investigated by simulation. Experimental profiles are obtained using two different vertical
arrays in smooth and rough bottom sites in the Mediterranean. Correlation peak amplitudes follow

the theory and simulations closely. © 2008 Acoustical Society of America.
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PACS number(s): 43.30.Pc, 43.30.Ma, 43.30.Nb, 43.30.Re [DRD]

I. INTRODUCTION

Ocean noise, or just noise in general, can be viewed in
many ways. Traditionally, ocean noise is treated as a nui-
sance, distinguished only by having a spectrum, directional-
ity, and related properties such as spatial and temporal coher-
ence (Urick, 1975). It may also be regarded as chaotic with a
prediction horizon confined to a few samples (Frison et al.,
1996). Alternatively, one may view ambient sound sources as
a complex issue in itself. Experimental work has been done
on breaking wave statistics (Ding and Farmer, 1994), and on
the influence of white caps in noise production (Cato, 2000)
and their spatial and temporal distribution (Melville and Ma-
tusov, 2002), and detailed statistical models of breaking
wave noise have been built (Finette and Heitmeyer, 1996).

This paper concentrates on using the more broad band,
featureless wind noise as a tool to infer something about
geoacoustic properties rather than about the noise itself or its
sources. Buckingham and Jones (1987) were able to extract
the seabed’s critical angle from vertical coherence measure-
ments. Recent developments in underwater acoustics suggest
that the noise may contain substantially more detailed infor-
mation than one would think. From the noise (power) direc-
tionality alone measured with a vertical array it is possible to
determine the seabed’s reflection coefficient as a function of
angle and frequency (Harrison and Simons, 2002), and with
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a drifting array one can obtain a (relative depth) subbottom
profile (Harrison, 2004). The latter method, which relies on
spectral factorization, was explored further by Harrison
(2005). One can make use of the spatial coherence of the
noise by cross correlating the time series from separated hy-
drophones to obtain the Green’s function from one hydro-
phone to the other (Roux and Kuperman, 2004). Theory was
treated by Roux ef al. (2005), and the time required for the
cross correlation to converge was treated by Sabra et al.
(2005). Sabra er al. (2004) proposed array element localiza-
tion as an application. Siderius et al. (2006) extended this
approach to the domain of subbottom profiling by cross cor-
relating the up- and downsteered beam time series from a
drifting vertical array. The aim of the current paper is to
develop a quantitative formula for the steered beam correla-
tion amplitude in terms of depth, reflection properties, band-
width, and so on, and to check it by simulation and by ref-
erence to experimental results.

To provide a clear demonstration that no special surface
coherence properties are required, all the physical noise
mechanisms are deliberately stripped out, and the physics is
generalized by postulating an environment with many point
sources distributed randomly, but uniformly in a horizontal
plane, all emitting random time sequences uniformly in angle
(disregarding any surface interference effects). Beneath this
is a directional receiver, and beneath that a reflecting seabed
as shown in Fig. 1. The aim is then to demonstrate the quan-
titative behavior of the normalized cross correlation C(7) be-
tween two steered beam time series g, g,

© 2008 Acoustical Society of America



~e “Coherent” patch

FIG. 1. General geometry showing a coherent patch of noise sources on the
sea surface with the actual vertical array and its image reflected in the
seabed.
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by estimating the numerator (i.e., the unnormalized cross
correlation) and the denominator (i.e., the standard devia-
tions) separately. The values near, and away from, a correla-
tion peak are derived in the Appendix, treating the receiver
as a point from which emanates an upward and a downward
beam. This yields formulas, which are summarized in Sec. II,
in terms of sample rate, bandwidth, and array size.

It is stressed that although the normalization in Eq. (1)
seems like a fairly obvious choice, it is by no means the only
choice. If, for instance, the g, in the denominator were
swapped for g; the result would be a quantity rather close to
a time domain representation of g;(w)g,(w)/|g,(w)|?, which
is a coherent version of the ratio of the downward to upward
beam spectral powers, i.e., |g,(w)/g,(w)|?, as used to deter-
mine reflection coefficient by Harrison and Simons (2002).
This suggests that in the time domain alternative normaliza-
tions could be used to determine, for instance, absolute re-
flection coefficients, though this will not be pursued here.

In Sec. III the same calculation is approached as a simu-
lation, retaining the processing algorithms already used on
experimental data (Siderius er al., 2006). Noise files are
simulated for each hydrophone of a vertical array using ran-
dom number sequences added and shifted in time according
to their position relative to the array. The latter approach
underscores the “emergent” property of the correlation, since
the sources’ sequences are entirely incoherent and do not
contain any identifiable “clicks” or “splashes.” This approach
is used to investigate processing techniques, the effect of
seabed reflection coherence, bottom tilt, and angle resolution
of individual scatterers.

Finally in Sec. IV these findings are applied to experi-
mental data from three vertical array drift experiments in the
Mediterranean, two over smooth seabed and two over rough.

C(7) (1)

Il. THEORY

The relationship between the time derivative of the noise
correlation function and the time domain Green’s functions
between hydrophones is well established (Weaver and
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Lobkis, 2004; Roux et al., 2005) and it is not the main in-
terest here. Instead the paper attempts to construct and justify
a function, or functions, and their normalizations that predict
something useful about the seabed other than travel times.

A. Peak amplitude formula

In the Appendix it is shown that the numerator (actually
peak value) of Eq. (1) can be expressed in terms of the
depths of the receiver and its image in the seabed z;, z,, the
autocorrelation function of the sound sources C,(7), the
speed of sound ¢, and a constant K, as [Eq. (A10)]

j g1(0gy(t+ 1dt =K,
(z2=21)

f c(7)dr. )

The peak value of the time differential of this quantity is
derived through the discrete difference A operator, the
sample frequency f;, and the reflection coefficient R(6) as
[Eq. (A14)]

max{A{ f 21(Dga(r + T)dl‘}:| = KR(0)———, (3)

filza=21)
where “max” means the maximum of the absolute value mul-
tiplied by sign, remembering that the impulse could be nega-
tive. The denominator of Eq. (1) can be expressed in terms of
the same constant K|, the number of hydr